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Abstract: 
Human health is an important thing to keep. Health has to be 
maintained with appropriate rest. Lack of rest has a bad 
impact on the body such as hormonal imbalances. One of the 
causes of lack of rest is insomnia. Insomnia is a phenomenon 
that describes someone's difficulty sleeping. Insomnia is 
often considered trivial, but chronic insomnia puts the 
sufferer at risk of serious illness physically and 
psychologically. Some people sometimes don't realize that 
they have insomnia because they feel like they have trouble 
sleeping. Therefore, early detection of insomnia is necessary 
to do. This study uses a machine learning approach to make 
predictions, namely the AdaBoost + grid search method. 
AdaBoost is used because of its reliability in making strong 
classifiers and grid search is applied to tuning parameters 
from AdaBoost. Parameters that are optimized are the n 
estimator and learning rate. Parameter tuning by grid search 
gives n – estimator = 76 and learning rate = 0.1. Some 
preprocess technique is done, there are normalization and 
ordinal encoding then data splitting based on the determined 
ratio. There are 80% for training data and 20% for testing 
data. On training data, the result is 98% percentage for each 
accuracy, precision, recall, and f1 score. This value is better 
than the comparison method, it is LogRegression that only 
reaches 97% value on each evaluation measure. The model 
implemented on test data and AdaBoost + grid search 
obtained 100% accuracy, precision, recall, and f1 score. 
However, LogRegression only gives 98% result. This study 
proved that AdaBoost with grid search is sustainable to do 
early prediction of insomnia. 
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1. INTRODUCTION 

In terminology, insomnia is often reported as a person's difficulty sleeping. 
The term insomnia is also used to represent sleep disturbances [1]. Its 
characteristics are the inability of the body to fall asleep and wake up or wake up 
from sleep early. Insomnia is not limited to sleep problems, it is even a risk factor 
for other diseases such as cardiovascular disease, anxiety disorders, sleep apnea, 
nightmares, and enuresis. [2]. The prevalence rate of insomnia reaches 0 to 60% of 
the population. There are two kinds of insomnia, namely acute and chronic. Chronic 
insomnia is associated with a short life span, is offset by neurological disorders 
such as Parkinson's, and can have physical and psychological effects.[3]. While 
acute insomnia is the occurrence of insomnia between two weeks to 3 months [4].  

Based on fact, in French there are 19% population with insomnia, and in 
South Korea the are 11.5% population with insomnia [5]. Nowadays not only 
adults, but the youth people also have potential insomnia. In fact, in South Korea, 
teenagers aged 15 have experienced insomnia. Insomnia, even though it's not a 
serious illness, in some cases, people who have acute insomnia can get 
psychological damage or mental issues [2]. Such as depression, schizophrenia, 
anxiety disorders, and eating disorders which can make someone choose to commit 
suicide [5]. This happens because insomnia has a major impact on sleep quality [6].  

Poor sleep has an impact on daytime activity [7] because sleep has an 
important role in cognitive functions such as memory recall. With quality sleep, it 
makes the reception of new memories in the brain better [8]. Many people 
misunderstand insomnia, it is difficult to distinguish between insomnia and 
common sleep problems. As a preventive way, it is necessary to predict insomnia 
to prevent further effects of insomnia. One way to make predictions is with artificial 
intelligence (AI) technology. AI refers to machine learning (ML) as a technique 
that aims to apply human learning capabilities to computers. AI adoption in the US 
experienced a significant increase from 9% to 16%[9], this shows that AI can 
replace traditional methods. In this paper, researchers will use AI, especially ML as 
a technique to predict insomnia early. 

This proposed research is aimed at helping the expertise to accelerate the 
diagnosis of insomnia problems. The output of this research is a machine learning 
model using the AdaBoost algorithm to predict insomnia or not. AdaBoost is one 
of supervised learning that can do classification and can avoid overfitting. To know 
the better model, this research also compares the performance of AdaBoost with 
previous research based on the evaluation of classifier metrics. 

2. RESEARCH METHOD 

Generally, there are five stages in this research, data acquisition to obtain the 
dataset. Then data preprocessing includes load data and data transformation. The 
data partition is splitting the dataset by determining the percentage ratio. Next, 
create a classifier model using the AdaBoost classifier and the last is an evaluation 
to get the best performance. The stages are shown in Figure 1 
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Figure 1. Research methodology 

 
The first stage is data acquisition. The dataset is obtained from the 

Mendeley dataset [10]. Dataset consists of 9 features with 1 target attribute and 
contains 420 instances of data. Mode all of the data type is categorical with values 
between yes and no because the dataset was collected by questionnaire. The 
features are based on indications of insomnia disorder. The details of the dataset are 
shown in Table 1. Target features are named disorders that contain yes and no 
insomnia. The target is binary classification. Distribute of class data is shown in 
Figure 2. Based on the figure, the total for insomnia data is 210 instances, and the 
last 210 instances for normal without insomnia. It means the data class is distributed 
and balanced well. 

Table 1. Dataset explanation 
No Features Data Type Data Range 
1 Total_sleep_time(hour) numerik 0 - 13 
2 Satisfaction_of_sleep categorical Yes, No 
3 Late_night_sleep categorical Yes, No 
4 Wakeup_frequently_during_sleep categorical Yes, No 
5 Sleep_at_daytime categorical Yes, No 
6 Drowsiness_tiredness categorical Yes, No 
7 Duration_of_this_problems(years) numerik 0 - 25 
8 Recent_psychological_attack categorical Yes, No 
9 Afraid_of_getting_asleep categorical Yes, No 
10 Disorder categorical Yes, No 

 

 

Figure 2. Class distribution 

The second stage is data preprocessing. This research implements ordinal 
encoding and normalization scaler as the preprocessing method. In ordinal 
encoding, each category is assigned as an integer [11] . In this case the value yes 
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will be transformed as 1 and no transformed to 0. Then normalization is 
implemented to make all numerical features have a uniform range [12]. Determine 
range is lie between 0 to 1. The equation of normalization is shown in Equation 1 
below. x is data and x’ is new data. min equals to minimum and max equals to a 
maximum value of each column.  

𝑥! = "#$%&	(")
$*+(")#$%&	(")

  (1) 

The third stage is data partition by splitting data based on a determined 
percentage. The data will be split into two, train data with a ratio of 80% and test 
data with a ratio of 20% of the dataset. Train data is used to create a model and test 
data to validate the model. This scenario is based on a comparative study [2]. Then 
data train will be trained using cross-validation with k-fold = 10. Cross-validation 
strategy by splitting data into determined k-fold values. Then one segment of its 
split is used to test a model and another segment is used for training a model. This 
is happening iteratively till the k-fold value is satisfied [13]. A reason to use cross-
validation is the created model is more general and able to avoid the overfitting 
[14]. The illustration shown at Figure 3 below. 

 
Figure 3. Cross-validation illustration 

The fourth stage is creating a prediction model using AdaBoost (adaptive 
boosting) algorithm. AdaBoost is a method that boosting its performance for binary 
classification[15]. AdaBoost works by committee the weak classifier and enhances 
its, model, to get optimum performance. The method’s name in AdaBoost is 
Stagewise Additive Modeling using a Multi-class Exponential loss function 
(SAMME) [16]. The goal of this classifier is to combine the weak classifier and 
integrate them into a robust model [17], [18].  The decision tree is used for the 
estimator of a weak classifier in AdaBoost. The advantage of AdaBoost is able to 
avoid overfitting because the boosting method uses a decision tree with a limited 
height of the tree, so it can reduce the overfit problems [19]. The decision tree is 
formed from Gini and information gained to create a branch for decision making 
[20]. The algorithm of SAMME will be shown below [15]. 

a. h(x) is weak, and C(x) is strong classifier 
b. Initialize the weight b and m is length 
c. For n = 1 to N: 

- Fit classifier h(x) using weight b 
- Compute error  

k1 k2 k3 k4 k5 k6 k7 k8 k9 k10
k1 k2 k3 k4 k5 k6 k7 k8 k9 k10
k1 k2 k3 k4 k5 k6 k7 k8 k9 k10
k1 k2 k3 k4 k5 k6 k7 k8 k9 k10
k1 k2 k3 k4 k5 k6 k7 k8 k9 k10
k1 k2 k3 k4 k5 k6 k7 k8 k9 k10
k1 k2 k3 k4 k5 k6 k7 k8 k9 k10
k1 k2 k3 k4 k5 k6 k7 k8 k9 k10
k1 k2 k3 k4 k5 k6 k7 k8 k9 k10
k1 k2 k3 k4 k5 k6 k7 k8 k9 k10
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- Computer weight 
- Update a new weight 
- Re-normalize weight 

d. Output C(x) 

In this phase, grid search is implemented to find the optimum parameter of 
AdaBoost. Some machine learning algorithms are sensitive to parameter tuning 
because the model performance is dependent on it [21].  Grid search is an approach 
technique of hyperparameters optimization by building and evaluating a model 
based on the combination of parameter [22]. The scenario of grid search by a 
determined range of hyperparameter into the grid of search space that contains each 
point that represents a set of parameter [23]. AdaBoost parameters that will be 
optimized are n estimators and learning rate. The n estimator is used to train the 
model sequentially, and the learning rate is used to determine how the exactitude 
of the model. The value of the learning rate between 0 to 1. 

The last phase is to evaluate the performance of the classifier. Some evaluation 
metric used in this paper is the confusion matrix. The use of the confusion matrix 
is to calculate accuracy, precision, sensitivity, F1 score, and ROC. The confusion 
matrix is formed from true positive (TP), true negative (TN), false positive (FP), 
and false negative). The illustration of confusion is shown in Figure 4 below.  

 
Figure 4. Confusion matrix explanation 

Accuracy (acc) to know the percentage of correct prediction compared with 
total data, the formula showed in Equation 2. Precision is the percentage of 
accurately predicted total positive, the formula shown in Equation 3. Sensitivity 
also known as the recall is to know the percentage of properly classified among all 
instances within its class, the formula showed in Equation 4. The F1 score is the 
harmonic result between precision and recall [24] the formula is shown in Equation 
5.  

𝑎𝑐𝑐 = ,-.,/
,-.,/.0-.0/

     (2) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ,-
,-.0-

      (3) 

𝑟𝑒𝑐𝑎𝑙𝑙 = ,-
,-.0/

      (4) 

𝐹1 = 1	×-34567689	×	:45;<<
=34567689.345;<<

      (5) 
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 positive negative 
positive True positive (TP) False negative (FP) 
negative False negative (FN) true negative (TN) 
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3. RESULTS AND DISCUSSION 

Appropriate the methodology, data is preprocessed from raw data until the 
data is ready to fit the AdaBoost model. In this research, the researcher use Orange 
tools [25] to do the AdaBoost task. AdaBoost implementation using decision tree 
estimator with SAMME algorithm. The results are considered from evaluation 
measures, such as accuracy, precision, recall, and F1 score. The first thing to do is 
to split the dataset into train data and test data based on the determined percentage, 
which is 80%:20%. The amount of data can be seen in Table 2. Based on the table, 
there are 336 data for training and 84 data for testing. The data is split and 
distributed well, for class insomnia and non-insomnia have the same amount of 
data. It means the data is balanced. 

Table 2. Dataset explanation 

 training 80% testing 20% 
Insomnia 168 42 

non insomnia 168 42 
Total 336 84 

 

 
Figure 5. Performance of preprocessed data 

The first experiment is comparing between models from preprocessed and 
without preprocessed data. In this step, a model is created by cross-validation using 
k-fold = 10. The parameters that we use are default parameters, n_estimators = 50, 
and learning rate = 1. The result is shown in Figure 5. In the model using raw data 
without preprocessing using ordinal encoding and normalization, the mean of 
accuracy, precision, recall, and F1 score is 96.7%. In the model with preprocessed 
data, the mean evaluation value reaches 97%. It shows if preprocessing using 
ordinal encoding and normalized dataset can raise up the model performance. It is 
about 0.3% better than without doing some preprocessing.  

The trained model in this experiment gives 97% accuracy, 97% precision, 
97% recall, and 97% f1 score. The next experiment is AdaBoost parameter 
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optimization using the grid search method. In The next experiment, the dataset after 
preprocessing is used. The parameters that will be optimized are the n estimator and 
learning rate. The hyperparameter in the search space can be seen in Table 3. The 
table showed the n estimator is set between 2 and 100 with 2 steps, which means 
only an even value will be used in the grid search. The result is based on accuracy 
value, the optimum parameters for n estimators = 76 and learning rate = 0.1 

Table 3. Parameters in search space 
 

n estimators learning rate 
search space 2 - 100 (2 step) 0,1 - 0.9 (0.1 step) 

optimum parameters 76 0.1 

 

By fitting parameter tuning obtained from grid search, now the accuracy can 
reach higher than before. The result is shown in Table 4. Based on the table, using 
the default parameter (n-estimator = 50, learning rate = 1) only gives a percentage 
= 97% in the overall performance measure. With optimized parameters with n-
estimator = 76 and learning rate = 0.1, it showed can be raised up the model 
performance. The evaluations are accuracy = 98%, precision = 98%, recall = 98% 
and f1 score = 98%. It is about 1% higher than the prior model performance and it 
is proven that parameter optimization can be done in this research.  

Table 4. Parameter tuning result 

  accuracy precision recall f1score 
default param (n estimator = 50, learning rate = 1) 97% 97% 97% 97% 
Optimized param (n estimator = 76, learning rate = 0.1 98% 98% 98% 98% 

 

Then the model of AdaBoost + grid search will be used to predict the test 
data. The result will be compared with prior research to justify the better model [2]. 
Comparison results are shown in Figure 6. Based on the table, the prior study gets 
the best performance by LogRegression with accuracy = 98%, precision = 98%, 
recall = 98%, and f1score = 98%. The average performance value is 98%. In this 
study, AdaBoost + grid search gives a better performance than LogRegression. The 
average value of this model is 100% on test data. Accuracy = 100%, precision = 
100%, recall = 100%, dan f1score = 100%. 
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Figure 6. Comparison performance between LogRegression and AdaBoost + grid search 

Comparison results between LogRegression and AdaBoost + Grid Search are 
shown in Figure 6. Based on Figure 6 above, the graphic describes that 
LogRegression performance doesn’t good enough if it’s compared with AdaBoost 
+ grid search. The model prediction yields about 2% better than LogRegression. 
The model of combining AdaBoost with grid search has much good report of 
accuracy, precision, recall, and f1 score. 

4. CONSLUSION 

Refers to the result and discussion above, AdaBoost + grid search is proven can 
do early prediction on insomniacs. Some experiment is done and compared to prior 
research to get the best model. The first thing to do is experiment with preprocessing 
data to show if preprocessed data using normalization and ordinal encoding give an 
impact on the classifier. In this experiment cross-validation with k-fold = 10 is 
implemented and gives the result of 97% for each accuracy, precision, recall, and 
f1 score. The parameter tuning is done by grid search. The parameters are n 
estimator and learning rate. The optimum parameter gives a percentage 
performance of about 98% for each accuracy, precision, recall, and f1 score with n 
estimator = 76 and learning rate = 0.1. To prove this model is good, the comparison 
is needed by comparing AdaBoost + grid search with the LogRegression model 
from the previous study. The result is LogRegression performance on test data gives 
97% on each evaluation measure and AdaBoost + grid search reaches 100% 
percentage on each accuracy, precision, recall, and f1score. 
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