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Abstrak: 
Dalam konteks pemilihan umum presiden Indonesia, analisis 
sentimen publik melalui media sosial merupakan alat yang 
penting untuk memahami persepsi dan reaksi masyarakat 
terhadap calon presiden dan kebijakan mereka. Studi ini 
mengembangkan model hybrid yang mengintegrasikan 
Support Vector Machine (SVM) dan Ridge Regression, 
menggunakan library BERT untuk memprediksi intensitas 
sentimen dari data Twitter. Pendekatan ini dirancang untuk 
mengatasi tantangan variabilitas ekspresi dan ambiguitas 
bahasa, yang sering kali mempersulit interpretasi data 
sentimen dengan tepat. Penelitian ini menggunakan teknik 
preprocessing yang komprehensif, termasuk pembersihan 
teks dan normalisasi data, serta penerapan teknik Synthetic 
Minority Over-sampling Technique (SMOTE) untuk 
menangani ketidakseimbangan kelas dalam dataset. Hasil 
dari penelitian ini menunjukkan bahwa model hybrid dapat 
mencapai tingkat akurasi, presisi, recall, dan F1-Score yang 
tinggi dengan tiga rasio yang berbeda, menegaskan 
keefektifan model dalam mengklasifikasikan dan mengukur 
intensitas sentimen. Temuan menunjukkan bahwa 
kombinasi SVM dan regresi, didukung dengan analisis 
BERT, efektif dalam mengklasifikasikan dan mengukur 
intensitas sentimen secara akurat. Hasil intensitas yang 
dijelaskan pada gambar 11 untuk kandidat Anies Baswedan 
mayoritas sentimen adalah netral sebesar 53.1%. 
Selanjutnya, pada gambar 12 untuk kandidat Prabowo 
Subianto netral sebesar 63.5% dan gambar 13 untuk kandidat 
Ganjar Pranowo dengan 62.9%. 
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1. PENDAHULUAN 

Analisis sentimen dalam konteks pemilihan umum presiden Indonesia menjadi 
sangat relevan mengingat peran media sosial dan platform digital yang semakin 
mempengaruhi opini publik[1]. Sentimen publik, yang diungkapkan melalui 
berbagai media, menyediakan data berharga yang dapat menganalisis persepsi dan 
reaksi masyarakat terhadap kandidat dan kebijakan mereka[2]. Klasifikasi sentimen 
biasanya mencakup kategorisasi komentar sebagai positif, negatif, atau netral[3]. 
Namun, untuk mendapatkan kejelasan yang lebih dalam, perlu adanya analisis lebih 
lanjut yang bisa mengukur intensitas dan nuansa emosi yang lebih spesifik 
menggunakan model regresi[4]. Penggunaan teknik machine learning dalam 
analisis sentimen telah banyak dilakukan, tetapi masih jarang yang 
mengintegrasikan pendekatan klasifikasi dan regresi dalam model hybrid yang 
dapat memberikan wawasan lebih mendalam tentang data sentimen. 

 Pemilihan umum presiden di Indonesia pada tahun 2024 menunjukkan 
betapa pentingnya media sosial sebagai medan pertarungan opini publik[5]. 
Penelitian terbaru menemukan bahwa lebih dari 30,000 tweet telah dihasilkan 
mengenai tiga kandidat utama, yaitu Ganjar Pranowo, Prabowo Subianto, dan 
Anies Baswedan, yang masing - masing mendapatkan 10,000 tweet. Analisis ini 
menggunakan data dari April 2023, sebelum kampanye resmi dimulai, yang 
memberikan indikasi awal sentimen publik terhadap masing - masing kandidat[6]. 
Proses klasifikasi dan pengukuran intensitas sentimen yang efektif terkendala oleh 
variasi besar dalam ekspresi emosional dan ambiguitas bahasa, termasuk 
penggunaan ironi dan slang dalam komunikasi digital[7]. Hal ini menimbulkan 
tantangan dalam interpretasi yang akurat dan membutuhkan analisis yang 
komprehensif untuk menghindari kesalahan dalam pengambilan keputusan 
politik[8]. Kesulitan ini diperparah dengan biaya yang besar untuk pengolahan dan 
analisis data, menuntut solusi yang efisien dan efektif dalam menangani volume 
dan variabilitas data yang tinggi[9]. 

 Studi – studi sebelumnya telah menunjukkan penggunaan berbagai model 
machine learning dalam analisis sentimen, terutama dalam konteks pemilihan 
umum. Misalnya, penelitian yang dilakukan oleh [10], [11], dan [12] telah 
mengeksplorasi efektivitas model Bidirectional Encoder Representations from 
Transformers (BERT) dan penelitian [13] telah melakukan eksplorasi Long Short-
Term Memory (LSTM) untuk klasifikasi sentimen. Kedua model ini dikenal karena 
kemampuan mereka dalam Natural Language Processing (NLP), menjadikannya 
pilihan populer untuk analisis sentimen[14]. Lalu, walaupun lebih tradisional, 
model Naive Bayes Classifier menunjukkan performa yang baik pada 
penelitian[15]. Lebih lanjut, penelitian [16] dan [17] mengintegrasikan model 
regresi dalam sebuah pendekatan hybrid, menggunakan model seperti K-Nearest 
Neighbors (KNN) untuk mengukur intensitas sentimen. Pendekatan hybrid ini 
memungkinkan kombinasi dari klasifikasi dan pengukuran intensitas sentimen, 
memberikan gambaran yang lebih kaya tentang sentimen pemilih[18]. Temuan ini 
memberikan dasar untuk pengembangan model hybrid dalam penelitian ini, yang 
menggabungkan kekuatan model klasifikasi dan regresi untuk analisis yang lebih 
mendalam dan komprehensif terhadap sentimen pemilih dalam pemilihan umum 
presiden. 



 
188 InComTech: Jurnal Telekomunikasi dan Komputer, vol.15, no.3, Desember 2025, 186-204 

 

ISSN 2085-4811, eISSN: 2579-6089 
 

 Kontribusi penelitian ini, model hybrid yang dikembangkan akan 
menggunakan kombinasi dari metode klasifikasi dan regresi untuk menilai 
sentimen terkait pemilihan umum presiden Indonesia. Model ini akan 
memanfaatkan teknik yang telah terbukti efektif dalam studi sebelumnya, seperti 
SVM untuk klasifikasi dan Ridge Regression untuk regresi serta menggunakan 
BERT untuk menghitung intensitas sentimen nya dengan menggunakan model dari 
pustaka Hugging Face untuk klasifikasi teks berbahasa Indonesia, menawarkan 
pendekatan yang komprehensif dan mendalam. Untuk melihat performa model 
maka menggunakan metrik klasifikasi seperti precision, recall, f1-score, dan 
accuracy. Selanjutnya, untuk regresi menggunakan metrik seperti RMSE, MSE, 
dan MAE. 

2. METODE 

Adapun metode penelitian yang digunakan pada penelitian ini dapat dilihat pada 
gambar 1 sebagai berikut. 

 
Gambar 1. Metodologi Penelitian 

 
Untuk menerapkan model hybrid klasifikasi dan regresi dalam konteks 

pemilihan umum untuk prediksi sentimen dan intensitas nya, terdapat beberapa 
tahapan sebagai berikut. 
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1. Mengumpulkan data yang relevan dengan objek penelitian. Data terdiri dari 
tiga data kandidat presiden, Anies Baswedan, Prabowo Subianto dan Ganjar 
Pranowo. 

2. Melakukan analisis dan cleaning data text seperti membersihkan teks dari 
URL, mentions, tags, membuat teks menjadi huruf kecil, menghapus nomor 
dan tanda baca, tokenisasi teks, menghapus stopwords, melakukan 
stemming dan menghubungkan kembali teks untuk diolah lebih lanjut ke 
modelling. Setelah itu, menggunakan model BERT yang dapat membaca 
teks Bahasa Indonesia untuk menghitung skor intensitas nya yang kemudian 
dipecah menjadi tiga kolom, Positif, Netral dan Negatif. Hasil dari 
perhitungan tersebut kemudian dijadikan label untuk nilai yang tertinggi 
menjadi kategori sentimen Positif, Netral atau Negatif. Setelah itu, 
dilakukan proses normalisasi data untuk menyama ratakan rentang nilai 
setiap variabel. Diketahui bahwa data yang digunakan mengalami 
imbalanced class, dilakukan teknik over-sampling menggunakan SMOTE 
(Synthetic Minority Over-Sampling Technique). Setelah data seimbang, data 
dibagi menjadi dua yaitu data training untuk melakukan training model, dan 
data testing untuk melakukan testing model. 

3. Data yang telah disiapkan, digunakan untuk pemodelan menggunakan 
model SVM dengan empat kernel untuk prediksi klasifikasi sentimen dan 
model Ridge Regression untuk prediksi intensitas sentimen. 

4. Mengevaluasi model dari hasil prediksi yang menggunakan data training 
menggunakan evaluasi metrik (accuracy, precision, recall, f1-score dan 
AUC)  dan MAE, MSE, RMSE, MAPE serta R2 untuk evaluasi metrik 
regresi. 

2.1 BERT 
BERT (Bidirectional Encoder Representations from Transformers) adalah 

model pemrosesan bahasa alami yang dikembangkan oleh Google[19]. Model ini 
menggunakan teknik "transformers", khususnya "attention mechanism", yang 
memungkinkan model untuk memahami konteks kata dalam sebuah kalimat lebih 
efektif dibanding model sebelumnya. Salah satu keunggulan utama BERT adalah 
kemampuannya untuk melatih representasi kata yang kontekstual, dimana arti 
sebuah kata dapat berubah berdasarkan kata-kata di sekitarnya. 

 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 3
𝑄𝐾!

4𝑑"
6𝑉 

 

(1) 

Pada rumus (1) Q, K, V adalah query, key, dan value matrices yang terkait 
dengan kata – kata dalam kalimat, dan 𝑑" adalah dimensi dari key vectors. Untuk 
BERT ini, digunakan model dari Hugging Face dengan nama model bert-base-
indonesian-1.5G-finetuned-sentiment-analysis-smsa yang dibuat oleh 
ayameRushia dan merupakan hasil penyempurnaan dari model sebelumnya yang 
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bernama bert-base-indonesian-1.5G oleh cahya yang berfungsi untuk menghitung 
skor intensitas dari teks berbahasa Indonesia. 

2.2. SVM 
Support Vector Machine (SVM) adalah metode machine learning yang 

digunakan untuk klasifikasi dan regresi[20]. SVM bekerja dengan mencari 
hyperplane yang optimal untuk memisahkan data ke dalam kelas – kelas yang 
berbeda dengan margin terbesar. SVM mendukung penggunaan berbagai jenis 
kernel untuk memungkinkan pemisahan linier di ruang fitur yang lebih tinggi, 
khususnya ketika data tidak linier di ruang asli. 
 

𝐾7𝑥# , 𝑥$8 = 𝑥#!𝑥$ (2) 
  
  

Pada rumus (2) adalah rumus SVM untuk kernel linear dimana x%, x& adalah 
vektor fitur untuk sampel data i dan j. x%'x& adalah produk dot antara dua vektor 
fitur, mengukur kesamaan linier antara kedua sampel. 

 
𝐾7𝑥# , 𝑥$8 = 7𝛾𝑥#!𝑥$ + 𝑟8

(
 (3) 

 
Pada rumus (3) adalah rumus SVM untuk kernel polynomial dimana 𝛾 adalah 

parameter skala yang menentukan seberapa jauh pengaruh titik data tunggal dalam 
proses pelatihan. 𝑟 adalah koefisien yang menambahkan konstanta ke produk dot, 
memberikan fleksibilitas lebih dan 𝑑 adalah derajat polinomial yang menentukan 
kompleksitas batas keputusan. 

 

𝐾7𝑥# , 𝑥$8 = 𝑒𝑥𝑝 >−𝛾 @A𝑥# − 𝑥$A@
)
B (4) 

 
Pada rumus (4) adalah rumus SVM untuk kernel RBF (Radial Basis Function) 

dimana @A𝑥# − 𝑥$A@ adalah norma euclidean (jarak) antara dua vektor fitur, 
mengukur seberapa jauh kedua titik tersebut dan 𝛾 adalah parameter yang mengatur 
seberapa cepat eksponensial akan menurun, memberikan kontrol atas pengaruh titik 
data individu terhadap keputusan. 

 
𝐾7𝑥# , 𝑥$8 = 𝑡𝑎𝑛ℎ7γ𝑥#!𝑥$ + 𝑟8 (5) 

 
Pada rumus (5) adalah rumus SVM untuk kernel sigmoid dimana 𝛾 adalah 

parameter skala yang menyesuaikan amplitudo dari hasil produk dot dan 𝑟 termasuk 
bisa dalam perhitungan, memindahkan fungsi tangen hiperbolik ke kiri atau kanan. 

2.3. Ridge Regression 
Ridge Regression, juga dikenal sebagai Tikhonov regularization, adalah teknik 

regresi yang menambahkan penalti pada ukuran koefisien regresi untuk mengatasi 
masalah multikolinearitas dan overfitting [21]. Metode ini memperkenalkan istilah 
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regularisasi yang membantu mengurangi kompleksitas model dengan menjaga 
koefisien regresi tetap kecil. 

 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 FA|𝑦 − 𝑋β|A) + λA|β|A)L (6) 

 
Pada rumus (6) 𝑦 adalah vektor hasil observasi atau variabel dependen, 𝑋 adalah 

matriks fitur atau variabel independen, β adalah vektor koefisien regresi yang dicari 
dan λ adalah parameter regularisasi, yang mengontrol kekuatan penalti terhadap 
koefisien regresi. 

2.4. SMOTE (Synthetic Minority Over-Sampling Technique) 
SMOTE adalah metode untuk mengatasi masalah ketidakseimbangan kelas 

dalam dataset, di mana satu kelas (minoritas) jauh lebih sedikit dibandingkan 
dengan kelas lainnya (mayoritas)[22]. SMOTE bekerja dengan menghasilkan 
contoh sintetis dari kelas minoritas untuk meningkatkan jumlah sampel dalam kelas 
tersebut. 

 
𝑥*+, = 𝑥# + λ ⋅ (𝑥#- − 𝑥#) (7) 

 
Pada rumus (7) 𝑥# adalah sampel minoritas dan 𝑥#- adalah sampel minoritas 

tetangga terdekatnya (dalam jarak Euclidean), SMOTE menghasilkan titik sintetis 
baru 𝑥*+, dimana 𝑥# adalah titik data kelas minoritas, 𝑥#- titik data tetangga terdekat 
dari kelas minoritas dan λ adalah parameter acak yang berada dalam rentang [0, 1], 
yang menentukan seberapa jauh titik sintetis akan berada antara 𝑥# dan 𝑥#-. 

2.5. Evaluasi Metrik 
Efektivitas model hybrid dalam analisis sentimen dinilai dengan memeriksa nilai 

keakuratan dari model prediksi [23]. Untuk bagian klasifikasi, lima metrik 
perhitungan yang digunakan dalam mengevaluasi keakuratan ini mencakup 
precision, recall, f1-score, accuracy, dan AUC. Untuk bagian regresi, metrik yang 
digunakan meliputi Mean Absolute Error (MAE), Mean Squared Error (MSE), 
Root Mean Squared Error (RMSE), dan R-squared (R²). 

2.5.1. Precision 
Precision mengukur proporsi prediksi positif model yang benar - benar positif. 

Ini penting dalam konteks di mana biaya dari False Positive tinggi. Nilai precision 
juga berkisar antara 0 dan 1, di mana 0 menunjukkan tidak ada prediksi positif yang 
benar, dan 1 menunjukkan bahwa setiap prediksi positif adalah benar [24]. 

 

Precision =
TP

TP + FP (8) 

 
Pada rumus (8) TP adalah kasus di mana model dengan benar memprediksi kelas 

positif dan FP (False Positives) adalah kasus di mana model salah memprediksi 
negatif sebagai positif. 
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2.5.2. Recall 
Recall mengukur kemampuan model untuk menemukan semua kasus positif 

yang relevan dalam dataset. Ini berguna terutama dalam situasi di mana 
menghilangkan False Negatives sangat kritis. Seperti precision, recall juga 
memiliki rentang nilai dari 0 hingga 1, di mana 0 berarti tidak ada kasus positif 
yang terdeteksi, dan 1 menunjukkan bahwa semua kasus positif terdeteksi [25]. 

 
 

Recall =
TP

TP + FN (9) 

 
Pada rumus (9) TP adalah kasus di mana model dengan benar memprediksi kelas 

positif dan FN (False Negatives) adalah kasus di mana model salah memprediksi 
positif sebagai negatif. 

2.5.3. F1-Score 
F1-Score sangat berguna ketika membutuhkan keseimbangan antara precision 

dan recall. F1-Score memiliki rentang nilai dari 0 hingga 1, di mana nilai mendekati 
0 menunjukkan kinerja yang buruk (rendahnya precision dan/atau recall) seperti 
pada rumus (10), sedangkan nilai mendekati 1 menunjukkan kinerja yang optimal 
[26]. 

 

F1-Score = 𝟐 ×
Precision × Recall
Precision + Recall 

(10) 

2.5.4. Accuracy 
Accuracy adalah salah satu metrik yang paling umum dan mengukur proporsi 

prediksi yang benar terhadap total jumlah kasus. Nilainya berkisar dari 0 hingga 1, 
di mana 0 berarti tidak ada prediksi yang benar, dan 1 berarti semua prediksi 
benar[27]. 

 

Accuracy =
TP + TN

Total	Observations 
(11) 

 
Pada rumus (11) TP (True Positive) adalah kasus di mana model dengan benar 

memprediksi kelas positif, TN (True Negative) adalah kasus di mana model dengan 
benar memprediksi kelas negatif dan Total Observations adalah jumlah total sampel 
yang diuji. 

2.5.5. AUC 
Skor AUC menyatakan kemungkinan model mengklasifikasikan positif lebih 

tinggi daripada negatif secara acak untuk semua ambang klasifikasi yang mungkin. 
AUC adalah area di bawah kurva ROC, yang plot True Positive Rate (TPR) 
terhadap False Positive Rate (FPR) pada berbagai threshold setting. 

 

𝐴𝑈𝐶	 = 	k ((𝑥#./ − 𝑥#) ⋅
𝑦# + 𝑦#./

2

*0/

#1/
) 

(12) 
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Pada rumus (12) 𝑥# dan 𝑥#./ adalah nilai pada sumbu x untuk titik i dan titik i+1, 

yang merepresentasikan False Positive Rate (FPR). 𝑦# dan 𝑦#./ adalah nilai pada 
sumbu y untuk titik i dan titik i+1, yang merepresentasikan True Positive Rate 
(TPR). 

2.5.6. MAE 
MAE mengukur rata-rata magnitudo kesalahan dalam serangkaian prediksi, 

tanpa mempertimbangkan arahnya (positif atau negatif). MAE adalah rata-rata dari 
nilai absolut dari kesalahan antara prediksi dan nilai sebenarnya[28]. 

 

MAE =
𝟏
𝑛k

|𝑦# − 𝑦2p|
*

#1𝟏

 
(13) 

 
Pada rumus (13) 𝑦! adalah nilai sebenarnya, 𝑦"" adalah nilai prediksi, dan 𝑛 adalah 

jumlah total observasi. 

2.5.7. MSE 
MSE mengukur rata – rata dari kuadrat kesalahan. MSE lebih memberatkan 

kesalahan yang lebih besar, yang berguna dalam beberapa konteks karena 
kesalahan besar mungkin lebih merugikan daripada kesalahan kecil[29]. 

 

MSE =
𝟏
𝑛k

(𝑦# − 𝑦2p)𝟐
*

#1𝟏

 
(14) 

 
Pada rumus (14) 𝑦# adalah nilai sebenarnya, 𝑦2p  adalah nilai prediksi, dan 𝑛 adalah 

jumlah total observasi. 

2.5.8. RMSE 
RMSE adalah akar kuadrat dari MSE dan memberikan penilaian yang relatif 

terhadap besar kesalahan prediksi, serupa dengan standar deviasi untuk data 
prediksi[30]. 

RMSE = q
𝟏
𝑛k

(𝑦# − 𝑦2p)𝟐
*

#1𝟏

 

 

(15) 

Pada rumus (15) 𝑦# adalah nilai sebenarnya, 𝑦2p  adalah nilai prediksi, dan 𝑛 adalah 
jumlah total observasi. 

2.5.9. R2 

R², atau koefisien determinasi, mengukur seberapa baik prediksi masa depan 
kemungkinan akan, relatif terhadap nilai rata-rata dari data yang sebenarnya. R² 
adalah proporsi varians dalam variabel dependen yang dapat diprediksi dari 
variabel independen[31]. 
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𝑅𝟐 = 𝟏 −
∑ (𝑦# − 𝑦2p)𝟐*
#1𝟏
∑ (𝑦# − 𝑦t)𝟐*
#1𝟏

 
(16) 

 
Pada rumus (16) 𝑦# adalah nilai sebenarnya, 𝑦2p  adalah nilai prediksi, 𝑦t adalah 

nilai rata-rata dari 𝑦2p , dan 𝑛 adalah jumlah total observasi. 

3. HASIL DAN PEMBAHASAN 

Pada penelitian ini, dataset yang digunakan adalah dataset kandidat presiden 
2024, Anies Baswedan, Prabowo Subianto dan Ganjar Pranowo yang didapat dari 
penelitian [32]. Dataset ini digunakan sebagai bahan untuk melakukan training 
machine learning. Untuk setiap data kandidat terdiri dari 9 variabel dan 10000 data. 
Ketiga dataset tersebut terdapat missing value pada variabel tweet, kemudian 
dilakukan handling missing value dengan mengisi nilai string kosong. Selanjutnya, 
dilakukan encoding data pada label variabel Sentiment yang didapat dari hasil 
perhitungan oleh BERT yang merupakan data kategorikal. Setelah itu, dilakukan 
normalisasi data menggunakan metode Standard Scaler untuk menyama ratakan 
rentang nilai variabel intensitas Positif, Netral dan Negatif. 

3.1. Over-sampling menggunakan SMOTE 

 
Gambar 2. Perbandingan Label Dataset Anies 

Baswedan Sebelum SMOTE 
 

Gambar 3. Perbandingan Label Dataset 
Prabowo Subianto Sebelum SMOTE 

 

 
Gambar 4. Perbandingan Label Dataset Ganjar Pranowo Sebelum SMOTE 

 
Pada gambar 2, gambar 3 dan gambar 4 dapat dilihat bahwa kondisi ketiga 

dataset mengalami imbalanced class. Perbedaan signifikan antar class dapat dilihat 
pada gambar 4, sehingga perbedaan distribusi antar class dapat menyebabkan 
training model yang kurang maksimal. Kelas minoritas yang memiliki sampel lebih 
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sedikit akan dikalikan dengan data sintetis yang dihasilkan oleh SMOTE agar 
menghasilkan distribusi data yang lebih merata saat menggunakan SMOTE. 

 

 
Gambar 5 Perbandingan Label Dataset Anies 

Baswedan Setelah SMOTE 
 

 
Gambar 6 Perbandingan Label Dataset 

Prabowo Subianto Setelah SMOTE 
 

 
Gambar 7 Perbandingan Label Dataset Ganjar Pranowo Setelah SMOTE 

 
Sebelum melakukan over-sampling, dataset dibagi menjadi 2 yaitu data training, 

sebagai contoh data yang berjumlah 70% dari total data dan data testing yang 
berjumlah 30% dari total data. Pembagian data ini berlaku pada ketiga dataset yang 
digunakan. Untuk menghasilkan model yang akurat, data training akan dilakukan 
proses over-sampling. Setelah melewati proses tersebut menggunakan SMOTE, 
label pada dataset Anies Baswedan, Prabowo Subianto dan Ganjar Pranowo 
memiliki jumlah yang sama, hal ini terlihat pada gambar 5, gambar 6 dan gambar 
7. Dapat disimpulkan bahwa over-sampling SMOTE berhasil digunakan untuk 
meningkatkan jumlah dataset untuk mencapai jumlah yang seimbang. 

3.1.1. Performa Model Sebelum dan Sesudah SMOTE 
Untuk mengevaluasi dampak penerapan SMOTE, dilakukan perbandingan hasil 

pemodelan menggunakan dataset sebelum dan sesudah dilakukan over-sampling. 
Tabel 1 berikut menampilkan ringkasan performa model SVM kernel linear dengan 
rasio data 70:30 sebagai contoh representatif. 
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Tabel 1. Perbandingan Performa Model Sebelum dan Sesudah SMOTE (SVM Linear, rasio 
70:30) 

Kandidat Kondisi Accuracy Precision Recall F1-Score AUC 
Anies Baswedan Sebelum 

SMOTE 
0.85 0.87 0.89 0.88 0.91 

Sesudah 
SMOTE 

0.99 0.99 0.99 0.99 0.99 

Prabowo Subianto Sebelum 
SMOTE 

0.91 0.87 0.76 0.94 0.94 

Sesudah 
SMOTE 

0.99 0.99 0.99 0.99 0.99 

Ganjar Pranowo Sebelum 
SMOTE 

0.89 0.83 0.64 0.72 0.93 

Sesudah 
SMOTE 

0.99 0.99 0.99 0.99 0.99 

 

3.2. Pemodelan 
Setelah melewati proses cleaning text dan handling imbalanced class, dilakukan 

pemodelan algoritma SVM dengan empat kernel dan tiga jenis pembagian rasio: 
70:30, 80:20 dan 90:10 untuk mengevaluasi model dalam berbagai skenario ukuran 
data training dan testing  untuk prediksi klasifikasi sentimen. Setelah itu, dilakukan 
juga pemodelan regresi menggunakan Ridge Regression untuk memprediksi 
konsistensi nilai skor intensitas terhadap kategori sentimen nya. Dari eksperimen 
tersebut, didapat evaluasi pada tabel 2 untuk hasil evaluasi model klasifikasi dan 
tabel 3 untuk hasil evaluasi model regresi. 
 

Tabel 2. Rekap Evaluasi Model Prediksi Klasifikasi Sentimen 
SVM Kernels Kandidat Rasio Accuracy Precision Recall F1-Score AUC 
SVM - Linear Anies Baswedan 70:30 0.99 0.99 0.99 0.99 0.99 

80:20 0.92 0.95 0.83 0.89 0.94 
90:10 0.93 0.97 0.83 0.90 0.95 

Prabowo Subianto 70:30 0.99 0.99 0.99 0.99 0.99 
80:20 0.92 0.95 0.83 0.89 0.94 
90:10 0.93 0.97 0.83 0.90 0.95 

Ganjar Pranowo 70:30 0.99 0.99 0.99 0.99 0.99 
80:20 0.92 0.98 0.86 0.92 0.94 
90:10 0.84 0.90 0.75 0.82 0.95 

SVM - 
Polynomial 

Anies Baswedan 70:30 0.99 0.99 1.00 1.00 0.99 
80:20 0.84 0.92 0.61 0.73 0.96 
90:10 0.85 0.90 0.62 0.73 0.96 

Prabowo Subianto 70:30 0.98 0.98 0.98 0.98 0.99 
80:20 0.84 0.92 0.61 0.73 0.96 
90:10 0.85 0.90 0.62 0.73 0.96 

Ganjar Pranowo 70:30 0.98 0.98 0.98 0.98 0.99 
80:20 0.84 0.92 0.61 0.73 0.93 
90:10 0.93 0.98 0.88 0.93 0.93 

SVM - RBF Anies Baswedan 70:30 0.99 0.99 0.99 1.00 0.97 
80:20 0.88 0.98 0.70 0.81 0.98 
90:10 0.90 0.97 0.74 0.84 0.94 

Prabowo Subianto 70:30 0.99 0.99 0.99 1.00 0.97 
80:20 0.88 0.98 0.70 0.81 0.98 
90:10 0.90 0.97 0.74 0.84 0.94 

Ganjar Pranowo 70:30 0.99 0.99 0.99 1.00 0.97 



 
Rionald et al., Penerapan SVM dan Regresi untuk Prediksi Intensitas Sentimen Pemilu …  197 

 

ISSN 2085-4811, eISSN: 2579-6089 
 

80:20 0.94 0.98 0.90 0.94 0.98 
90:10 0.91 0.98 0.85 0.91 0.94 

SVM - 
Sigmoid 

Anies Baswedan 70:30 0.87 0.99 0.97 0.95 0.95 
80:20 0.90 0.87 0.84 0.86 0.93 
90:10 0.92 0.91 0.85 0.88 0.91 

Prabowo Subianto 70:30 0.98 0.98 0.98 0.98 0.99 
80:20 0.90 0.87 0.84 0.86 0.93 
90:10 0.92 0.91 0.85 0.88 0.91 

Ganjar Pranowo 70:30 0.89 0.93 0.87 0.90 0.95 
80:20 0.90 0.87 0.84 0.86 0.93 
90:10 0.88 0.90 0.85 0.88 0.92 

 
Tabel 3. Rekap Evaluasi Model Prediksi Intensitas Sentimen 

Model Kandidat Rasio MAE MSE RMSE MAPE R2 

Ridge 
Regression 

Anies Baswedan 70:30 0.006 6.401 0.008 26.778 0.99 
80:20 0.005 5.021 0.007 23.192 0.99 
90:10 0.005 3.812 0.006 21.263 0.99 

Prabowo Subianto 70:30 0.003 1.388 0.003 8.822 0.99 
80:20 0.002 1.060 0.003 7.831 0.99 
90:10 0.002 8.417 0.002 6.745 0.99 

Ganjar Pranowo 70:30 0.003 1.403 0.003 8.636 0.99 
80:20 0.002 1.073 0.003 7.666 0.99 
90:10 0.002 8.635 0.002 6.055 0.99 

 
Selain pembagian data train-test, dilakukan juga validasi silang 10-fold cross-

validation. Hasilnya menunjukkan bahwa akurasi model berada pada rentang 
99.42% hingga 100%, dengan rata-rata sebesar 99.77% dan standar deviasi 0.25% 
yang artinya performa model konsisten dan stabil pada berbagai subset data, 
sehingga mengurangi potensi overfitting. 

Kemudian, brdasarkan hasil evaluasi metrik pada tabel, pemodelan prediksi 
klasifikasi sentimen dan prediksi intensitas sentimen menggunakan pendekatan 
hybrid dari BERT dan SVM menunjukkan hasil yang sangat signifikan. Pada model 
SVM dengan kernel Linear, kandidat Anies Baswedan dan Prabowo Subianto 
dengan rasio data 70:30 menunjukkan performa terbaik dengan nilai akurasi, 
presisi, recall, F1-Score, dan AUC yang hampir sempurna. Untuk kernel 
Polynomial, performa terbaik juga dicapai pada rasio data 70:30 dengan nilai F1-
Score dan AUC sangat tinggi, meskipun sedikit menurun pada rasio data yang lebih 
tinggi. Kernel RBF menunjukkan hasil yang sangat baik untuk semua kandidat 
dengan metrik evaluasi mendekati nilai maksimum, terutama pada rasio data 70:30. 
Namun, kernel Sigmoid menunjukkan penurunan signifikan pada metrik recall dan 
F1-Score pada rasio data 80:20 dan 90:10. Selain itu, model Ridge Regression 
menunjukkan kinerja yang sangat baik dalam prediksi intensitas sentimen dengan 
nilai R-squared hampir sempurna dan kesalahan prediksi yang sangat kecil untuk 
semua kandidat dan rasio data. Sehingga, Model hybrid ini tidak hanya dapat 
mengklasifikasikan sentimen dengan sangat akurat, tetapi juga dapat mengukur 
intensitas sentimen secara kuantitatif. Dalam hal analisis opini publik, metode ini 
memberikan informasi yang lebih kaya dan mendalam daripada metode klasifikasi 
konvensional. 

Kemudian pada Gambar 8, Gambar 9, dan Gambar 10 ditunjukkan hasil plot 
antara nilai prediksi dan nilai sebenarnya dari model Ridge Regression yang 
diterapkan pada data sentimen untuk tiga kandidat: Anies Baswedan, Prabowo 
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Subianto, dan Ganjar Pranowo. Sumbu horizontal (x) merepresentasikan nilai 
sebenarnya, sementara sumbu vertikal (y) menunjukkan nilai prediksi. Titik – titik 
biru pada plot ini mewakili pasangan data antara nilai prediksi dan nilai sebenarnya. 
Dari ketiga gambar tersebut dapat disimpulkan bahwa model Ridge Regression 
yang diterapkan telah berhasil memberikan prediksi yang hampir identik dengan 
nilai sebenarnya. Karena itu, model ini terbukti efektif dan akurat dalam 
memprediksi intensitas sentimen publik terhadap ketiga kandidat. 

 

 
Gambar 8. Hasil Prediksi dan Aktual Data 

Anies Baswedan 
 

 
Gambar 9. Hasil Prediksi dan Aktual Data 

Prabowo Subianto 
 

 
Gambar 10. Hasil Prediksi dan Aktual Data Ganjar Pranowo 

 
Selanjutnya, hasil dari prediksi intensitas untuk Anies Baswedan, Prabowo 

Subianto dan Ganjar Pranowo dapat dilihat pada gambar 11, gambar 12 dan gambar 
13. 



 
Rionald et al., Penerapan SVM dan Regresi untuk Prediksi Intensitas Sentimen Pemilu …  199 

 

ISSN 2085-4811, eISSN: 2579-6089 
 

 
Gambar 11. Proporsi Intensitas Sentimen 

Anies Baswedan 
 

 
Gambar 12. Proporsi Intensitas Prabowo 

Subianto 
 

 
Gambar 13. Proporsi Intensitas Ganjar Pranowo 

 
 
Pada gambar 11, proporsi intensitas sentimen Anies Baswedan terdiri dari 

Positif, Netral, dan Negatif. Dominasi sentimen Netral sebesar 53.1% menandakan 
bahwa sebagian besar tweet tidak mengandung emosi yang kuat atau cenderung 
lebih objektif. Meskipun intensitas Positif dan Negatif lebih rendah, dengan 24.4% 
dan 22.6% masing-masing, keduanya masih mencerminkan keberadaan respon 
emosional yang signifikan di antara pengguna. Proporsi yang signifikan dari 
sentimen negatif mengindikasikan bahwa ada sejumlah kritik atau ketidaksetujuan 
yang cukup besar terhadap Anies, yang penting untuk dipertimbangkan dalam 
analisis sentimen politik. 

Kemudian pada gambar 12 analisis sentimen Prabowo Subianto menunjukkan 
bahwa sentimen Netral masih mendominasi dengan 63.5%. Hal ini menunjukkan 
bahwa diskusi tentang Prabowo cenderung objektif atau berfokus pada isu daripada 
emosi. Sentimen Positif dan Negatif yang tercatat adalah 27.4% dan 9.1%, 
menggambarkan bahwa meskipun ada dukungan, tingkat penolakan terhadap 
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Prabowo relatif rendah, yang menunjukkan bahwa opini negatif terhadapnya tidak 
seintensif terhadap Anies. 

Untuk gambar 13, yang menampilkan proporsi intensitas sentimen Ganjar 
Pranowo, sentimen Netral juga mendominasi dengan persentase 62.9%. Namun, 
Ganjar memiliki persentase sentimen Positif yang cukup tinggi yaitu 29.2%, 
menunjukkan adanya kepuasan yang lebih besar dari kalangan pengguna media 
sosial Twitter terhadap kandidat Ganjar Pranowo. Persentase Sentimen Negatif 
yang tercatat hanya 7.9%, yang paling rendah di antara ketiga kandidat, 
menunjukkan bahwa Ganjar menghadapi kritik yang lebih sedikit, sehingga 
mencerminkan citra publik yang lebih positif dibandingkan dengan dua kandidat 
lainnya selama periode analisis. 

Analisis kualitatif lebih lanjut menunjukkan bahwa pola distribusi ini memiliki 
implikasi strategis dalam konteks pemilu. Anies menghadapi tantangan berupa 
proporsi sentimen negatif yang tinggi, sehingga strategi kampanye perlu 
difokuskan pada klarifikasi isu dan perbaikan citra publik. Prabowo memiliki 
dominasi sentimen netral yang luas, yang menandakan ruang besar untuk 
dikonversi menjadi dukungan aktif melalui pendekatan komunikasi yang lebih 
emosional dan personal. Sementara itu, Ganjar memiliki keunggulan berupa 
tingginya sentimen positif dan rendahnya sentimen negatif, yang dapat menjadi 
modal politik signifikan. Namun, konsistensi dukungan harus dijaga agar sentimen 
positif tidak bergeser menjadi netral atau negatif di kemudian hari. 

4. KESIMPULAN 

Pada penelitian sebelumnya yang disajikan dalam Tabel 3, berbagai metode 
telah digunakan untuk menganalisis sentimen dari tweet yang berkaitan dengan 
pemilihan umum di berbagai negara. Penelitian [32] menggunakan model SVM 
untuk tweet tentang pemilihan presiden di Indonesia, berhasil mencapai akurasi 
87%. Penelitian [33] menerapkan Multinomial Naïve Bayes untuk pemilihan 
presiden Filipina dengan akurasi 84%, sementara penelitian [34] menggunakan 
BERT untuk konteks yang sama dan mendapatkan akurasi yang lebih tinggi, yaitu 
93%. Ini menunjukkan keefektifan BERT dalam memproses teks kompleks. 
Penelitian [35] menggunakan Naïve Bayes untuk analisis tweet pada pemilihan 
kepala daerah di Indonesia, dengan akurasi 92%. Penelitian [16] menggunakan 
KNN untuk mengklasifikasikan tweet dengan akurasi 81% dan memprediksi hasil 
pemilihan presiden AS menggunakan KNN Regressor dengan RMSE 0.1526. Dua 
penelitian tambahan, [17] dan [18], menggunakan Logistic Regression untuk 
menganalisis tweet terkait pemilihan presiden Amerika dan maskapai penerbangan 
AS. 

Penelitian ini menunjukkan bahwa model hybrid yang dikembangkan, dengan 
mengombinasikan klasifikasi menggunakan SVM dan pengukuran intensitas 
menggunakan Ridge Regression, mampu mengungguli metode sebelumnya dalam 
hal akurasi dan kedalaman analisis. Dibandingkan metode lain seperti SVM 
konvensional dengan akurasi 87% [32] dan BERT standar yang hanya mencapai 
akurasi 93% [34], model ini mencapai akurasi klasifikasi sebesar 99%. Selain itu, 
penggunaan regresi memungkinkan pengukuran kekuatan emosional dari sentimen, 
suatu hal yang tidak tersedia dalam model klasifikasi biasa. 
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Tabel 4. Perbandingan Penelitian Sebelumnya 
Ref Model Dataset Intensitas Rasio SMOTE Regresi Akurasi MAE MSE RMSE MAPE R2 

[32] 
(2024) 

SVM Tweet 
kandidat 
presiden 
Indonesia 

Í ü Í Í 87 - - - - - 

[33] 
(2022) 

Multino
mial 
Naïve 
Bayes 

Tweet 
mengenai 
Presiden 
Filipina 

Í ü Í Í 84 - - - - - 

[34] 
(2022) 

BERT Tweet 
mengenai 
Presiden 
Indonesia 

Í Í Í Í 93 - - - - - 

[35] 
(2021) 

Naïve 
Bayes 

Tweet 
kandidat 
kepala 
daerah 

Í ü Í Í 92 - - - - - 

[16] 
(2021) 

KNN 
Regress
or 

Tweet 
kandidat 
presiden 
Amerika 

Í Í Í ü 81 - - 0.1526 - - 

[17] 
(2020) 

Logistic 
Regress
ion 

Tweet 
kandidat 
presiden 
Spanyol 

ü Í Í ü - - - - - - 

[18] 
(2019) 

Logistic 
Regress
ion 

Tweet 
mengenai 
US Airlines 

ü Í Í ü 78 - - - - - 

PM Ridge 
Regress
ion 

Tweet 
kandidat 
presiden 
Indonesia 

ü ü ü ü 99 0.002 8.635 0.002 6.055 0.99 

 
Proposed Method (PM) pada penelitian ini adalah menggunakan model hybrid 

untuk menganalisis sentimen dan intensitasnya dalam konteks pemilihan umum di 
Indonesia yang didapat dari hasil perhitungan oleh BERT, mencapai akurasi yang 
sangat tinggi sebesar 99% untuk prediksi klasifikasi sentimen dengan SVM dan 
SMOTE serta menunjukkan efektivitas dalam mengukur intensitas sentimen 
dengan MAE dan MSE yang sangat rendah serta R2 yang sangat tinggi. Hasil dari 
pemodelan regresi pun untuk data aktual dan prediksi nya dapat dilihat pada gambar 
8, gambar 9 dan gambar 10. Kemudian, hasil intensitas yang dijelaskan pada 
gambar 11 untuk kandidat Anies Baswedan mayoritas sentimen adalah netral 
sebesar 53.1%. Selanjutnya, pada gambar 12 untuk kandidat Prabowo Subianto 
netral sebesar 63.5% dan gambar 13 untuk kandidat Ganjar Pranowo dengan 62.9%. 

 Meskipun performa model menunjukkan hasil yang hampir sempurna dengan 
akurasi dan nilai evaluasi lainnya yang sangat tinggi, penelitian ini tetap memiliki 
beberapa keterbatasan. Data yang digunakan terbatas pada Twitter dan periode 
waktu tertentu, sehingga masih terdapat potensi bias dalam merepresentasikan 
opini publik secara menyeluruh. Selain itu, model belum sepenuhnya mampu 
menangkap konteks bahasa yang lebih kompleks, seperti ironi, sarkasme, maupun 
variasi bahasa informal yang sering muncul di media sosial. Dalam implementasi 
praktis, model ini memiliki potensi besar untuk digunakan sebagai alat pemantauan 
opini publik secara real-time maupun untuk topik politik lain di luar pemilu. 
Namun, agar lebih adaptif, penelitian lanjutan perlu mengintegrasikan data dari 
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berbagai platform media sosial, memperbarui model secara periodik, serta 
mengembangkan pendekatan yang lebih sensitif terhadap nuansa bahasa untuk 
meningkatkan keandalan hasil analisis. 
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