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Abstrak :

Penyebaran pornografi melalui internet di masyarakat masih
marak hingga saat ini dan dapat menimbulkan dampak
negatif bagi penggunanya. Web pornografi semakin hari
semakin berkembang dan bervariasi, demikian juga metode
untuk mengaksesnya. Sistem yang efektif untuk membatasi
peredaran pornografi menjadi kebutuhan penting untuk
melengkapi sistem yang sudah ada. Convolutional Neural
Network (CNN) merupakan sebuah algoritma klasifikasi
yang dapat dimanfaatkan untuk mendeteksi web pornografi
berdasarkan gambar yang ada pada halaman web tersebut.
Algoritma CNN dipilih karena kemampuannya yang
menjanjikan dalam mengekstraksi fitur gambar. Selain itu
dengan mengimplementasikan transfer learning, proses
pembuatan model bisa dilakukan dengan cepat, efektif dan
efisien. Penelitian ini bertujuan untuk membangun model
klasifikasi gambar dan mengimplementasikan model ke
dalam aplikasi berbasis web di sisi pengguna. Metode yang
digunakan dalam penelitian ini meliputi klasifikasi citra,
transfer learning, web scrapping dan prototyping perangkat
lunak. Eksperimen berhasil membangun model klasifikasi
citra pornografi-non pornografi dengan akurasi 99.15%.
Model kemudian diimplementasikan ke dalam aplikasi
ekstensi browser Chrome agar dapat dilakukan klasifikasi
secara otomatis. Pengujian terhadap aplikasi yang dibangun
menunjukkan aplikasi bekerja cukup baik dan mampu
memblokir sebagian besar halaman web dengan konten
pornografi.
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1. PENDAHULUAN
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Aksesibilitas internet tidak bisa dipungkiri memunculkan berbagai masalah,
termasuk penyebaran konten pornografi yang tidak terkontrol. Situs-situs web yang
berisi konten pornografi dapat dengan mudah diakses oleh siapa pun, termasuk
mereka yang masih di bawah umur. Pornografi memiliki dampak merusak bagi
pengaksesnya [1]. Kalangan remaja dan anak muda merupakan pihak yang paling
rentan terhadap paparan pornografi [2]. Dalam dunia pekerjaan, pornografi dapat
mempengaruhi produktivitas kerja dan perusahaan [3]. Penyebaran konten
pornografi secara umum menyebabkan pelanggaran privasi dan pencemaran
lingkungan digital.

Usaha untuk membatasi penyebaran pornografi di internet sudah banyak
dilakukan baik oleh pemerintah maupun penyedia layanan internet. Sebagai contoh
sepanjang tahun 2018 Kementerian Komunikasi dan Informatika (Kominfo) telah
menangani 984.441 konten negatif yang tersebar di media online. Dari jumlah
tersebut, terdapat 91% di antaranya adalah konten pornografi [4]. Metode yang saat
ini paling banyak dipakai dalam mencegah akses kepada konten pornografi di
internet dapat dibagi ke dalam 4 kelompok : (1) berdasarkan kata di dalam alamat
url, (2) database alamat url, (3) berdasarkan kata-kata di dalam konten website, dan
(4) DNS Filtering [1, 5, 6]. Metode-metode tradisional tersebut memiliki banyak
kekurangan dan ketidakefektifan karena penyedia konten web terus berkembang
dan bervariasi [7]. Metode lain yang sampai saat ini masih berkembang di antaranya
adalah deteksi pornografi berdasarkan citra dengan berbasis pada kulit [8-10] dan
berdasarkan bentuk seperti organ sensitif [11].

Convolutional Neural Network (CNN) merupakan algoritma klasifikasi gambar
yang dapat dimanfaatkan untuk mendeteksi citra pornografi. Beberapa penelitian
yang sudah dilakukan sebelumnya menunjukkan kemampuan CNN dalam
melakukan klasifikasi citra pornografi dengan hasil yang cukup menjanjikan
dengan tingkat akurasi 78-94.24 % [12, 13] dan masih terbuka banyak peluang
untuk terus dikembangkan lebih lanjut. Pada penelitian ini, penulis mengusulkan
implementasi teknologi CNN untuk mengembangkan model klasifikasi gambar
dan mengimplementasikannya ke dalam sistem otomatis untuk mengenali dan
membatasi konten pornografi secara langsung.

Pembatasan dari sisi pengguna diharapkan mampu memberikan solusi alternatif
untuk meminimalkan akses terhadap konten pornografi. Model klasifikasi dengan
tingkat akurasi yang tinggi diharapkan mampu membedakan apakah sebuah gambar
merupakan gambar pornografi atau bukan. Setelah didapatkan tingkat akurasi yang
terpercaya, model diadaptasi agar dapat dijalankan pada lingkungan web dengan
memanfaatkan /ibrary TensorFlow.js. Dengan metode web scraping yang berjalan
pada aplikasi ekstensi Chrome, diharapkan elemen gambar pada halaman web dapat
diambil dan dilakukan klasifikasi oleh model. Melalui pendekatan ini, diharapkan
sistem mampu mengenali apakah halaman web merupakan web penyedia
pornografi berdasarkan gambar yang ada pada halaman tersebut.

2.METODE

Penelitian ini berbentuk eksperimental. Metode eksperimental dalam ilmu
komputer adalah metode yang diterapkan untuk mencari hubungan atau pengaruh
antara variabel satu dengan variabel lain dalam kondisi yang terkendali dengan
ketat [14]. Penelitian berbentuk eksperimental sangat diperlukan pada
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pengembangan perangkat lunak. Sedangkan berdasarkan fungsinya, penelitian ini
dikategorikan ke dalam penelitian dan pengembangan (research and development).
Penelitian dan pengembangan adalah kegiatan pengumpulan, pengolahan, analisis,
dan penyajian data yang dilakukan secara sistematis dan objektif yang disertai
dengan kegiatan membangun sebuah produk untuk memecahkan suatu persoalan
yang dihadapi [15]. Tahap penelitian dimulai dari pengumpulan data sampai
dengan pengembangan perangkat lunak (gambar 1).

Pengumpulan data

Preprocessing Adaptasi model

A 4 A 4

Training Prototyping aplikasi

v A 4
Halaman
Testing Testing aplikasi web
v
Evaluasi model [— M @

Gambar 1. Tahapan Penelitian

A

2.1 Pengumpulan Data

Data yang dipakai dalam penelitian ini termasuk ke dalam data sekunder, yaitu
data yang telah ada dan tersedia sebelumnya. Dataset yang digunakan untuk
pelatihan didapatkan dari internet meliputi beberapa sumber termasuk Kaggle,
Figshare, dan hasil pencarian Google Image. Sumber data yang diperoleh dari
internet sangat relevan dengan masalah yang ingin diteliti.

Sebanyak 15.437 gambar digunakan yang terdiri atas 2 kelas yaitu yang
termasuk kategori pornografi dan non pornografi. Sebanyak 7.127 gambar adalah
pornografi dan 8.310 lainnya adalah non pornografi. Jumlah tersebut diharapkan
cukup representatif untuk mewakili gambar yang ada di internet dalam dua
kelompok kategori.

2.2. Convolutional Neural Network (CNN)

Convolutional Neural Network (CNN) adalah jenis arsitektur Deep Learning
yang secara khusus digunakan untuk tugas-tugas pengenalan dan klasifikasi
gambar. CNN memiliki kemampuan untuk mengenali pola. Dalam cara kerjanya
CNN meniru komunikasi sel-sel saraf dalam otak manusia, dengan neuron yang
saling terhubung, dan memiliki arsitektur yang serupa. Yang membedakannya dari
rangkaian saraf lain adalah operasi konvolusional yang diterapkan pada setiap
bagian dari input sebelumnya untuk mengekstraksi pola dan menghasilkan peta
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fitur [16]. Algoritma CNN memiliki 3 komponen utama yaitu Convolution Layer,
Pooling Layer, dan Fully Connected Layer.
1) Convolution Layer

Convolution Layer adalah proses di mana filter (kernel) diterapkan pada gambar
masukan untuk menghasilkan peta fitur (feature map). Filter bergerak di seluruh
gambar dan melakukan operasi matriks (dot product) pada bagian gambar yang
sesuai dengan ukuran filter [17]. Secara umum formula pada proses konvolusi
dituliskan sebagai berikut :

S(i) = (1 * K)(ij) = SM- TN 1(i + m, j +n). K(m,n) 0

Di mana :

« [ adalah matriks input.

« K adalah matriks kernel (filter)

. m dan n adalah tinggi dan lebar kernel

« M adalah jumlah baris pada kernel K.

« N adalah kolom pada kernel K

« 1 dan j adalah koordinat pada output feature map

2) Pooling Layer

Pooling Layer berfungsi untuk mengurangi dimensi spasial dari peta fitur yang
dihasilkan oleh Convolutional Layer. Tujuan utama Pooling Layer adalah
mengurangi kompleksitas data dan mempercepat proses komputasi dengan tetap
mempertahankan informasi penting [18]. Secara umum formula untuk average
pooling dituliskan sebagai berikut :

P(x,y) = — S5 SR F(x + 1y +) @)
Di mana :
« F adalah peta fitur input.
. P adalah pooling
. m dan n adalah tinggi dan lebar window pooling
« x dan y adalah koordinat pada output pooled map
« 1 dan j adalah indeks pada window pooling
3) Fully Connected Layer
Fully Connected Layer adalah bagian akhir dari CNN yang bertanggung jawab
untuk menghubungkan setiap neuron dari lapisan sebelumnya ke setiap neuron di
lapisan selanjutnya. Layer ini mengambil hasil dari proses ekstraksi fitur oleh
Convolution Layer dan Pooling Layer dan menyusunnya menjadi vektor fitur
tunggal [19]. Kemudian, Fully Connected Layer menggunakan bobot dan bias
untuk menghitung aktivasi neuron di lapisan terakhir, yang merupakan output dari
model [20, 21]. Formula untuk Fully Connected secara umum dituliskan sebagai
berikut :

z=Wx+b 3)
Dimana :

« W adalah matriks bobot.
« x adalah input.
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« b adalah bias.
« z adalah output sebelum diterapkan fungsi aktivasi.

2.3. Preprocessing

Preprocessing gambar adalah serangkaian teknik yang digunakan untuk
mempersiapkan gambar sebelum diolah dengan algoritma CNN. Teknik
preprocessing yang diterapkan meliputi transformasi, validasi, dan resizing. Pada
tahap transformasi dilakukan konversi format gambar ke dalam format JPG. Tahap
validasi meliputi pemeriksaan apakah gambar memiliki 3 channel (RGB) dan
gambar tidak rusak. Pada tahap resizing, semua gambar diubah dimensinya menjadi
299x299 piksel untuk setiap channel. Hal ini dilakukan karena arsitektur model
Inception V3 membutuhkan input dengan dimensi 299 piksel x 299 piksel % 3
(RGB) yang merupakan hasil dari kompromi antara akurasi dan efisiensi komputasi
[22]. Semua teknik preprocessing menggunakan library OpenCV pada bahasa

pemrograman Python.

2.4. Training

Transfer Learning adalah metode yang menggunakan model yang sudah
dilatih sebelumnya dan  menggunakannya sebagai  titikk = awal  untuk
mempelajari tugas baru [23]. Model yang sebelumnya dilatih dengan data raksasa
dapat dilatih kembali untuk tugas baru dengan jumlah data yang lebih kecil namun

tetap mendapatkan keakuratan dari pelatihan sebelumnya.

Menerapkan transfer learning memberikan banyak keuntungan dari segi waktu
maupun sumber daya. Arsitektur jaringan tidak harus dirancang dari awal karena
arsitektur yang ada sudah terbukti efektif. Data latih yang digunakan bisa ditekan
lebih kecil karena model sudah mempelajari banyak fitur. Bagian classifier bisa

disesuaikan menurut kebutuhan

Struktur model terlatih Inception-V3 [24] digunakan sebagai base model dengan
lapisan Fully Connected dihilangkan. Inception-V3 merupakan struktur model
unggul dengan akurasi tinggi [25, 26], populer untuk transfer learning di berbagai
aplikasi deep learning, berperforma tinggi, mampu menyeimbangkan akurasi tinggi
dengan efisiensi komputasi, serta mampu mengatasi overfitting dan vanishing

gradients [27].

Struktur ini kemudian dibekukan agar bobotnya tidak dapat dilatih dan dijadikan
sebagai base model. Base model lalu dihubungkan dengan lapisan Global Average
Pooling 2D untuk meratakan output dari convolutional base. Di belakangnya
diambahkan lapisan Dense dengan 128 unit neuron dan aktivasi ReLU. Jumlah 128
neuron cukup besar untuk menjembatani output dari Inception v3 sebanyak 2048
fitur ke dalam 2 kelas. Jumlah yang terlalu besar akan memperlambat proses
training [28]. Fungsi aktivasi ReLU memiliki sparsity yang baik, kecepatan
konvergensi yang cepat, perhitungan yang sederhana, dan secara -efektif
memecahkan masalah dispersi gradien [29]. Dropout 0.5 ditambahkan untuk
mencegah overfitting dan meningkatkan generalisasi dengan menghilangkan
sebagian neuron secara acak pada setiap epoch. Akibatnya model belajar dari
banyak sub jaringan berbeda dan model tidak bergantung sepenuhnya pada neuron
tertentu, mendorong pembelajaran yang lebih mandiri. Nilai 0.5 merupakan nilai
yang optimal dalam berbagai jaringan dan tugas [30]. Pada lapisan terakhir,
ditambahkan lapisan Fully Connected dan aktivasi sigmoid untuk output klasifikasi
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biner (porn dan not porn). Fungsi aktivasi sigmoid dipakai pada layer output karena
model melakukan klasifikasi biner di mana fungsi sigmoid mengubah nilai dalam
rentang probabilitas 0 hingga 1 [31]. Struktur model dikompilasi dengan optimizer
Adam dan learning rate 0.001. Optimizer Adam menggabungkan keunggulan dari
algoritma optimisasi AdaGrad dan RMSProp, yang secara dinamis menyesuaikan
laju peluruhan eksponensial untuk estimasi momen pertama dan estimasi momen
kedua dalam memperbarui parameter. Algoritma Adam cocok digunakan untuk
data dalam jumlah besar dan optimisasi fungsi objektif yang tidak stasioner dengan
gradien yang bising (noisy) dan jarang (sparse) [32]. Adam bersifat robust dan
sangat cocok untuk berbagai permasalahan optimasi non-konveks dalam machine
learning [33]. Learning rate mengatur bobot jaringan yang disesuaikan
berdasarkan gradien dari fungsi /oss, jika terlalu besar, nilai training akan berayun
di sekitar nilai optimal sehingga rentan mengalami osilasi (menyimpang di kedua
sisi titik ekstrem), sebaliknya jika terlalu kecil, kecepatan konvergensi menjadi
lambat dan rentan mengalami overfitting [32]. Nilai 0.001 adalah nilai default
Optimizer Adam yang baik dan banyak digunakan dalam berbagai kasus [33, 34].
Sebanyak 15.437 gambar dibagi menjadi 14.026 (90%) untuk data latih dan 1.411
(10%) untuk data uji. Model dilatih sebanyak 50 epoch dengan batch size 50. Nilai
batch size rendah (16-64) banyak disarankan untuk mencapai performa model yang
optimal [35, 36].

2.5. Testing dan Evaluasi

Pada evaluasi model digunakan fungsi loss binary crossentropy untuk
menghitung entropi silang antara label yang sebenarnya dengan prediksi yang
dibuat oleh model, dan metrik accuracy untuk mengukur persentase prediksi yang
benar dari total prediksi yang dibuat oleh model. Fungsi loss binary crossentropy
merupakan fungsi /oss yang handal dan paling banyak digunakan dibandingkan
fungsi loss lain dalam klasifikasi biner [37], dan merupakan fungsi /oss yang khusus
ditujukan untuk klasifikasi biner [38].

Untuk lebih memastikan akurasi dan mengurangi bias, diterapkan /0-fold cross
validation, yaitu data uji dibagi ke dalam 10 sub set kemudian akurasi dari setiap
sub set dirata-ratakan. /0-fold cross validation berguna untuk mengurangi bias agar
model tidak condong ke kelas tertentu [39], menghindari overfitting jaringan saraf
tiruan selama proses pelatihan [40], dan dapat meningkatkan akurasi [41]. Nilai 10
merupakan nilai mendekati optimal yang banyak dipakai dalam berbagai kasus
neural network [39-41].

2.6. Adaptasi Model

Adaptasi model merupakan tahap konversi model dari format keras ke dalam
format JSON. Untuk mengimplementasikan model di lingkungan web, model yang
disimpan dalam format HDFS5 perlu dikonversi ke format JSON menggunakan
TensorFlow.js. Proses konversi ini memungkinkan model digunakan di lingkungan
browser tanpa kebutuhan server-side processing.

2.7. Prototyping Aplikasi

Model Prototyping sebagai salah satu model SDLC (Software Development Life
Cycle) adalah pendekatan populer dalam pengembangan perangkat lunak di mana
prototipe dibangun, diuji, dan dikerjakan ulang hingga diperoleh prototipe yang
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dapat diterima sebagai dasar untuk menghasilkan sistem atau perangkat lunak akhir
[42]. Metode prototyping sesuai untuk pengembangan perangkat lunak secara cepat
dan bertahap sehingga dapat langsung dievaluasi serta menghemat waktu dan
sumber daya. Fungsi utama dari perangkat lunak diutamakan dan beberapa fungsi
tambahan mungkin belum ditambahkan. Prototyping dalam penelitian ini secara
umum dibagai ke dalam tiga tahap, yaitu perancangan, pembuatan program, dan
evaluasi.

2.8. Web Scraping

Model klasifikasi membutuhkan gambar sebagai masukannya. Halaman web
merupakan target dari penelitian ini. Agar model dapat diimplementasikan secara
langsung pada halaman web, diperlukan teknik pengambilan gambar pada halaman
web secara otomatis dengan teknik web scraping memanfaatkan DOM.

DOM (Document Object Model) adalah representasi data objek yang menyusun
struktur dan konten dokumen halaman web. DOM mewakili dokumen sebagai node
dan objek, sehingga bahasa pemrograman dapat berinteraksi dengan halaman
tersebut. DOM disusun seperti struktur pohon yang terdiri atas node dan childnodes
[43]. Dengan DOM, elemen gambar dapat diambil dengan memanggil fag <img>.

2.9. Pengujian Aplikasi

Pengujian aplikasi dalam penelitian ini menggunakan pendekatan Grey Box
Testing. Grey Box Testing merupakan perpaduan antara Black Box Testing dan
White Box Testing. Grey Box Testing menguji perangkat lunak berdasarkan
spesifikasi dengan menggunakan beberapa pengetahuan tentang kinerja internalnya
[44]. Pengujian aplikasi berfokus pada fungsionalitas dan logika program untuk
memastikan aplikasi secara keseluruhan berfungsi sesuai rencana.

3. HASIL DAN PEMBAHASAN

3.1. Performa Model

Pelatihan model dengan algoritma Convolutional Neural Network dengan
Transfer Learning InceptionV3 berhasil meningkatkan akurasi model
dibandingkan tanpa Transfer Learning. Pada pelatihan tanpa Transfer Learning
didapatkan akurasi akhir sebesar 94,19%, sedangkan dengan Transfer Learning
didapatkan akurasi akhir 99.15%. Akurasi sebesar 99.15% menunjukkan model
berhasil menebak 99.15% dari keseluruhan data uji secara benar. Nilai akurasi yang
tinggi dan /oss yang rendah menandakan bahwa model berperforma sangat baik.
Visualisasi nilai akurasi dan /oss pada data latih maupun data uji ditunjukkan pada
gambar 2 dan 3.

Formula akurasi dapat ditulis sebagai :

TP+ TN
TP+ TN+ FP+FN

Akurasi = 4)
Di mana :
« TP: True Positives (jumlah data kelas porn yang diprediksi benar)
« TN: True Negatives (jumlah data kelas not porn yang diprediksi benar)
« FP: False Positives (jumlah data kelas porn yang diprediksi salah)
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« FN: False Negatives (jumlah data kelas not porn yang diprediksi salah)

Model accuracy
—— Train
Test

0.99 /

0.97 4

1.00

Accuracy

0.96 -

T T T T T -
0 10 20 30 40 50
Epoch

Gambar 2. Grafik Akurasi

Sedangkan pada grafik /oss, kurva menurun dan mencapai suatu titik stabil. Ini
menunjukkan bahwa model menggeneralisasi dengan baik ke data yang tidak
terlihat selama pelatihan. Kurva juga menunjukkan tidak terjadi overfitting. Grafik
loss ditunjukkan pada gambar 3 di bawah.

Model loss

—— Train
0.10 Test

0.02 1 \/\\\\\\\\/\\/~\\//\\4/A\—‘\_/AV*\,\,—ijA\\
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v v v
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Gambar 3. Grafik Loss

Validasi menggunakan Confusion Matrix memberikan gambaran jelas dan
terperinci untuk mengevaluasi kinerja model klasifikasi, sejauh mana model
mengklasifikasi dengan benar dan sejauh mana model melakukan kesalahan [45],
memberi petunjuk kuat tentang hubungan antara kelas dan label yang mewakili
makna semantik dan konsep yang ditetapkan untuk instans data [46], serta
membantu memilih tindakan terbaik untuk meningkatkan kinerja model. Confusion
Matrix juga membantu penulis untuk memutuskan trade-off sesuai kebutuhan
aplikasi. False Positif harus ditekan sekecil mungkin karena akan berbahaya bagi
aplikasi dan pengguna dengan menyebabkan alarm palsu (false alarm). Alarm palsu
pada aplikasi akan menyebabkan halaman web yang sebenarnya aman menjadi
terblokir dan pengguna menjadi terganggu. Di sisi lain False Negatif lebih bisa
diterima dan tidak akan menyebabkan tindakan/gangguan apapun pada aplikasi dan
pengguna.
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Evaluasi dengan menggunakan Confusion Matrix pada penelitian ini
menunjukkan sebagian besar data uji dapat diprediksi dengan benar untuk kelas
porn maupun not porn. Visualisasi Confusion Matrix ditunjukkan pada gambar 4
di bawah.

Confusion Matrix
700

600

Not Porn
500

400

True label

300

Porn

100

Not Porn Porn
Predicted label

Gambear 4. Confusion Matrix

Dari 1411 data uji, sebanyak 712 gambar bukan porno berhasil diprediksi secara
benar ke dalam kelas not porn (True Negative) dan sebanyak 687 gambar porno
berhasil diprediksi secara benar ke dalam kelas porn (True Positive). Sisanya
sebanyak 9 gambar porno gagal diprediksi secara benar ke dalam kelas porn (False
Negative) dan sebanyak 3 gambar bukan porno gagal diprediksi secara benar ke
dalam kelas not porn (False Positive).

Secara umum model memiliki performa yang baik dalam mengklasifikasikan
gambar porno dan bukan porno. Hasil pengujian model pada data baru
menunjukkan bahwa model bekerja sangat baik dalam melakukan klasifikasi.

3.2. Performa Aplikasi

Aplikasi dirancang untuk mengambil gambar dari halaman web yang sedang
dibuka, melakukan prediksi terhadap setiap gambar dengan model klasifikasi, dan
melakukan pemblokiran terhadap halaman web. Sebuah nilai threshold ditetapkan
untuk menentukan jumlah minimal gambar porno terdeteksi dalam sebuah halaman
web untuk dilakukan pemblokiran. Threshold yang terlalu tinggi akan membuat
halaman web pornografi yang memiliki sedikit gambar tidak terblokir, sebaliknya
threshold yang terlalu rendah akan membuat web non pornografi lebih rawan
terblokir akibat deteksi False Positive. Dengan asumsi rata-rata web pornografi
memiliki cukup banyak gambar, dalam penelitian ini ditetapkan threshold 5 gambar
terdeteksi. Angka 5 didasarkan pada serangkaian percobaan dengan nilai berbeda
kemudian dianalisis untuk mendapatkan nilai dengan paling sedikit terjadi
kesalahan.

Aplikasi yang dikembangkan memiliki kemampuan cukup baik dalam
memblokir web pornografi dan tidak memblokir web non pornografi. Apabila web
terdeteksi sebagai web pornografi, aplikasi akan melakukan pemblokiran dengan
cara memanipulasi html. Tampilan halaman web terblokir ditunjukkan oleh gambar
5 di bawah. Sebaliknya, apabila web tidak terdeteksi sebagai web pornografi,
aplikasi tidak akan melakukan tindakan lebih lanjut dan pengguna tetap bisa
melanjutkan browsing tanpa gangguan apapun. Tampilan halaman web tidak
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terblokir ditunjukkan oleh gambar 6 di bawah. Tampilan aplikasi ekstensi yang

sudah terpasang pada peramban Google Chrome ditunjukkan oleh gambar 7.

The browser can't provide additional entry because the web page you're trying to open is a
resource that you're not allowed to access.

Gambar 5. Tampilan halaman web terblokir

v o x - o < E—
« C = Yoo
= 8la]c] Rogister [P

Home News Sport Business Innovation Culture Travel Earth Video Live

@LIVE Premier
League clubs vote on
VAR, plus Euro 2024
build-up as squad
deadline looms

Maddison & Jones cut from
England's Euro 2024 squad

Gauff aims to end poor record
against Swiatek

ICC stands firm on New York Forest role did more harm than Djokovic ‘will do best to return

despite India pitch fears good - Clattenburg soon’ after knee surgery P Breast reduction made a

massive difference - England's

Gambar 6. Tampilan halaman web tidak terblokir

All Extensions

rJ Stop Porn 1.0.0
4’0 Extension to detect and block pornographic

websites from the client side based on the images
contained.

ID: kdbpdclpphjemfhdcpflbeobbnncpldj

Inspect views service worker (Inactive)

Details Remove c ©

Gambar 7. Tampilan aplikasi terpasang

3.2. Pengujian Aplikasi
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1) Pengujian White Box (integrasi)

Pengujian integrasi dilakukan untuk menguji logika program, yaitu bagaimana
komponen-komponen dalam sistem saling bekerjasama membentuk satu kesatuan.
Pengujian integrasi memastikan bahwa komponen-komponen tersebut dapat
berkomunikasi dengan benar, mentransfer data dengan akurat, dan berfungsi secara
harmonis. Pengujian dilakukan terhadap beberapa alur di dalam sistem yang
diperlihatkan pada tabel 2 di bawah.

Tabel 1. Pengujian integrasi

Komponen Logika Program Hasil

content.js Mengambil elemen gambar setelah Sebagian besar berhasil
halaman selesai dimuat

content.js Mengirimkan url gambar ke Berhasil
background.js

background.js Mengubah url ke ImageData Sebagian besar berhasil

background.js Memuat model Berhasil

background.js Melakukan prediksi Berhasil

background.js Mengirimkan respon ke content.js Berhasil

content.js Memanipulasi halaman web Berhasil

Pada pengujian integrasi, terlihat bahwa sebagian kecil halaman web tidak
berhasil diambil gambarnya. Pada sebagian kecil halaman web, url berhasil diambil
namun bukan merupakan gambar yang diinginkan sehingga tidak berhasil diubah
ke ImageData. Kegagalan pengambilan gambar menyebabkan halaman web tidak
berhasil diblokir pada pengujian fungsional. Kegagalan pengambilan gambar dapat
disebabkan oleh konfigurasi/logika halaman web yang tidak mengijinkan
pengambilan gambar.

2) Pengujian Black Box (fungsionalitas)

Pengujian fungsionalitas dilakukan dengan memberikan input kepada aplikasi
dan melihat apakah aplikasi memberikan output yang sesuai. Aplikasi menerima
input berupa halaman web aktif, dan memberikan output halaman web yang
termodifikasi secara html jika halaman web aktif diidentifikasi sebagai web
pornografi dan tidak memberikan output apapun jika diidentifikasi sebagai web non
pornografi. Pengujian yang dilakukan terhadap 100 alamat web dengan domain
berbeda yang terdiri atas 50 halaman web pornografi (Kategori Barat, Jepang,
Hentai, dan Indonesia) dan 50 halaman web non pornografi menunjukkan bahwa
sebagian besar halaman web berhasil diidentifikasi dengan benar. Rangkuman
daftar pengujian ditunjukkan pada tabel 1 di bawah.

Tabel 2. Pengujian fungsionalitas

Kategori web Terblokir Tidak terblokir
Pornografi 43 7
Non Pornografi 0 50
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Semua web non pornografi berhasil diambil gambarnya dan tidak terblokir
karena tidak memenuhi jumlah terdeteksi pornografi. Sedangkan pada halaman web
pornografi, tidak semua terblokir dikarenakan gambar dari halaman tersebut tidak
berhasil diambil. Aplikasi ekstensi browser Chrome (Chrome extension) ini telah
dipublikasikan ke Chrome Web Store dengan nama Stop Porn.

4. KESIMPULAN

Proses pelatihan model dengan algoritma Convolutional Neural Network (CNN)
dengan Transfer Learning Inception V3 terhadap 15.437 gambar berhasil
membangun model klasifikasi dengan tingkat akurasi 99.15%. Penambahan
Transfer Learning berhasil menaikkan tingkat akurasi hampir 5% dari 94.15 %
dibandingkan tanpa menggunakan Transfer Learning. Berdasarkan evaluasi
menggunakan /0-fold-cross-validation dan Confusion Matrix disimpulkan model
yang dihasilkan memiliki performa yang sangat baik.

Implementasi model klasifikasi ke dalam aplikasi dilakukan dengan
mengembangkan aplikasi Ekstensi Chrome. Ekstensi bekerja mengambil gambar
dari halaman web apapun yang sedang dibuka, melakukan preprocessing gambar,
melakukan klasifikasi terhadap gambar, dan memanipulasi halaman web.
Berdasarkan pengujian menggunakan metode Grey Box, didapatkan aplikasi
bekerja dengan cukup baik. Uji coba terhadap 50 halaman web non pornografi yang
di dalamnya terdapat cukup banyak gambar, aplikasi tidak melakukan pemblokiran
satu halaman pun. Sedangkan uji coba terhadap 50 halaman web pornografi,
aplikasi berhasil memblokir 43 halaman web. Sisa halaman web pornografi yang
tidak berhasil diblokir dikarenakan gambar tidak berhasil diambil dapat
dikarenakan konfigurasi halaman web bersangkutan.
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