A Computational Exploration of Electromagnetic Characteristics in Magneto-dielectric Materials
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| ***Abstract***Using various new materials in current technological developments not only provides opportunities for better product development but also opens research opportunities in the field of materials science. In the past decade, magneto-dielectric materials have been extensively researched for use in various high-frequency spectrum applications. Before these materials can be widely implemented, their characteristics must first be identified. This paper proposes a process for characterizing the electromagnetic properties within the high-frequency spectrum. Through mathematical analysis conducted via simulations and formula derivation, the relative permittivity, relative permeability, and losses have been successfully identified. Based on experimental results utilizing nine samples for each parameter variation, it is observed that all samples exhibit values identical to the calculated results from the proposed formulas. With its capability to measure dielectric and magnetic properties, this sensor provides a solution for exploring the characteristics of magneto-dielectric materials, which are dominant in both properties.*This is an open access article under the* [*CC BY-NC*](https://creativecommons.org/licenses/by-nc/4.0/) *license* | ***Keywords****:* *EM characterization;**magneto-dielectric material;**permittivity;**permeability;* *FDTD method****Riwayat Artikel:***Received Jun x, 20xxRevised Nov x, 20xxAccepted Dec x, 20xx**DOI**: 10.22441/incomtech.v10i3.7777 |

**1. INTRODUCTION**

The progress of technology can be seen from advancements in materials research [1]–[4]. Many new technologies have emerged due to the discovery of new materials with unique characteristics. Consequently, many researchers are competing to develop and synthesize new materials with specific desired properties. For example, Peng introduced derivatives such as graphene, graphdiyne, graphone, and graphene [5]. Materials are now considered both complementary components and primary parameters in determining effectiveness for specific applications. Sreenilayam [6] summarizes various materials suitable for healthcare applications, emphasizing their flexibility and potential for use in wearable devices. In the microwave region, numerous new materials have been introduced and are widely used for applications such as microwave shielding, microwave absorbers [7], and microwave sensors [8], [9]. These materials hold significant potential, yet often, research findings are limited to single-use cases due to constraints in exploring their properties more deeply.

To utilize a material in multiple applications, its characteristics must be thoroughly understood. Detailed knowledge of a material's properties can be obtained by observing high-frequency anomalies using a sensor with characterization capabilities [10]–[12]. Such sensors can be developed through various characterization methods, one of which is the transmission line method, widely used for measuring material properties [13]–[17]. These anomalies can manifest as changes in resonant frequency and quality factor, depending on the material's characteristics. Alamsyah successfully utilized a T-shaped resonator microstrip antenna as a sensor to convert changes in scattering parameters into the permittivity values of solid materials [18], [19]. This change allows the measurement of shifts in scattered parameters to estimate dielectric and magnetic properties.

This paper proposes a numerical computational method to process data on frequency anomalies and the Q-factor of materials into values of permittivity, permeability, dielectric losses, and magnetic losses. We use Finite-Difference Time-Domain (FDTD) simulation software because of its advantage in solving electromagnetic problems. This method directly simulates the behavior of electromagnetic fields over time and space using discrete grids. Unlike the Method of Moments (MoM), which discretizes only the conducting surfaces, and Finite Element Method (FEM), which discretizes the entire domain into elements, FDTD discretizes both space and time. This unique feature allows FDTD to capture transient and time-varying electromagnetic phenomena accurately. The resonant frequency and Q-factor data processed by the software were obtained using a sensor constructed from a microstrip structure designed to distribute electric and magnetic field strengths separately. These field strengths represent the material's dielectric and magnetic properties, which become apparent when the material is placed in the respective regions.

**2. METHODS**

In this study, the material characterization process went through several stages, including sensor design and analysis of simulation results. During the design stage, the field distribution was the basis for selecting the resonator's shape, ensuring that areas with high electric and magnetic fields could be used as permittivity and permeability sensing areas, respectively. In the subsequent stage, the designed sensor was simulated to obtain the frequency response of the material under test (MUT). This response can then describe the relative permittivity (*εr*) and relative permeability (*µr*).

**2.1 Microstrip Sensor**

In the process of characterizing at high frequencies, some data that can describe the characteristics of the material is taken from the scattered parameters, such as the reflection coefficient (*S11*) and transmission coefficient (*S12*). The proposed sensor has two faces: on the front is a complementary split ring resonator (CSRR) structure, while on the back is a transmission line. S-Parameters data is obtained from the port connected to two ports through the transmission line (Fig. 1).

The sensing process was carried out by dividing the sensor area into two parts: one with high electric field strength and the other with high magnetic field strength. The magnetic field is known to be low in regions with a high electric field, making these regions suitable for permittivity sensing. Conversely, regions with a high magnetic field have a low electric field, making these areas suitable for permeability sensing. Based on this concept, a microstrip sensor was designed to create these two distinct areas. An electric field can be generated through a capacitive element, while a magnetic field can be generated through an inductive element.

Figure 1a shows a front view of a microstrip sensor with two overlapping rectangular resonators. The larger outer resonators have a pattern resembling a capacitor symbol at the ends, indicating areas of high magnetic fields, while the smaller inner resonators indicate areas of high electric fields. These two regions are where the MUT is to be placed. To ensure high sensitivity in these regions, it is essential to verify that they are in the expected condition, which can be done by simulating the field distribution. The simulation results are shown in Figures 2a and 2b.

Measurements were conducted by evaluating the transmission response of the material (*S12*) within these two specified regions, as detailed in our previous investigation [20]. These designated regions are specifically engineered to concentrate the high E-field and H-field exclusively within their respective domains. In regions characterized by elevated E-field levels, the H-field exhibits lower values (Fig. 2a), and conversely, in regions where the H-field is prominent, the E-field diminishes (Fig. 2b). In regions with heightened E-field strengths, we can obtain *S21* data, which will subsequently be employed for the determination of εr and tan δe values. Conversely, in regions marked by elevated H-field strengths, we can gather *S21* data to facilitate the calculation of *μr* and *tan δm* values in subsequent analysis.

|  |  |
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Figure 1. Microstrip sensor design: (a) Front view and (b) Back view

**2.2. S-Parameter Simulation**

First, the transmission and reflection responses were simulated without the sample to ensure our sensors fit the target frequency. The simulation was conducted using CST Microwave Studio, focusing on the parameters *S11* and *S21*. The simulation results are shown in Figures 3a and 3b. From the transmission and reflection responses, it is observed that the sensor operates at a frequency of 3.07 GHz, where *S11* reaches its highest value and *S21* its lowest level.
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Figure 2. Field distribution on proposed microstrip sensors: (a) E-field and (b) H-field
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Figure 3. Scattered parameters of the proposed sensor in the targeted frequency: (a) Reflection coefficient (*S11*), and (b) Transmission coefficient (*S12*)

**3. RESULTS AND DISCUSSION**

**3.1. Parametric Study Analysis**

The extraction process was divided into two parts: calculations to obtain *εr* and *μr* values, as well as calculations to obtain *tan δe* and *tan δm* values. Calculations of *εr* and *μr* were based on shifts in the resonant frequency, while calculations of *tan δe* and *tan δm* were based on changes in the value of the quality factor (Q-factor) when the MUT was placed in the sensing area [21]. The resonant frequency and Q-factor are then compared with the sensor's resonant frequency and Q-factor when it is still empty without adding MUT.

The first simulation was done by placing the MUT in the dielectric properties sensing area to determine the characteristics of the dielectric material, as shown in Fig. 4a.

|  |  |
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Figure 4. Sample placement in the sensor to measure (a) Dielectric properties, (b) Magnetic properties

Furthermore, the sample was placed in the other sensing area to measure the magnetic properties (Fig. 4b). We conducted simulations for each sensing region using 18 samples. These simulations involved altering the values of *εr*and *tan δe*, or *μr* and *tan δm*. During the parametric investigations, we maintained a constant value for one of the parameters while changing the other. Subsequently, the resonant frequency and Q-factor for each sample of the MUT were recorded.

By altering the values of *εr*, *μr*, *tan δe*, and *tan δm*, we acquired the transmission coefficient (*S21*) as depicted in Fig. 5 for dielectric measurement and Fig. 6 for magnetic measurement. The outcomes reveal that when the *εr* and *μr* of the MUT are increased, the resonant frequency shifts towards the lower end, indicating a decrease in frequency (Fig. 5a and 6a). Furthermore, it is evident that with higher values of *tan δe* and *tan δm*, the Q-factor decreases (Fig. 5b and 6b). In the simulation process, several samples were used, each with different magnetic and dielectric characteristics. These material samples were synthesized by changing the intrinsic parameters of the material to match the expected characteristics. This method predicts the trend the sensor will generate when an unidentified MUT is placed in the sensor area, as discussed in [22] and [23].
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Figure 5. *S12* response to changes in (a) *εr* and (b) *tan δe* in MUT placed in the high E-field area

Figures 5b and 6b show that the sensor's resonant frequency was 3.07 GHz. This frequency was set so that the resonator arrangement has two sensing areas, each dominated by either the electric or magnetic field. As is widely known, the size of the patch determines the resonant frequency [24]; similarly, the overall resonator length in this sensor determines the operating frequency.
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Figure 6. *S12* response to changes in (a) *μr* and (b) *tan δm* in MUT placed in the high H-field area

**3.2 Mathematical Formulation**

From the above results, the resonant frequency and Q-factor shifts of each sampling were recorded and arranged in graphical form. The resonant frequency data were normalized to the initial sensor frequency before the MUT was introduced, and the Q-factor data were similarly normalized to the initial sensor Q-factor. These data were then input into the curve-fitting toolbox [25] to derive equations based on the curves formed from the simulation data.

The curve-fitting feature offers several equation types, including linear, exponential, Fourier, Gaussian, and rational, to match the generated formula with the data curve. In this experiment, the equation that best fit the simulation data curves was a rational model, which uses constants with powers in the numerator and denominator. The sum of the powers of each parameter differs depending on the lowest sum of square error (SSE) value obtained from the curve-fitting results. Each value of *εr*, *μr*, *tan δe*, and *tan δm* is formulated by the equations written in Eq. (1) to (4).

|  |  |
| --- | --- |
| $$ε\_{r}=\frac{-4.216\left(\frac{f\_{MUT}}{f\_{un}}\right)^{2}+7.857\left(\frac{f\_{MUT}}{f\_{un}}\right)-3.558}{\left(\frac{f\_{MUT}}{f\_{un}}\right)^{2}-1.409\left(\frac{f\_{MUT}}{f\_{un}}\right)+0.4926}$$ | (1) |
| $$\tan(δ\_{e}=-5.016\left(\frac{Q\_{un}}{Q\_{MUT}}\right)^{3}+16.32\left(\frac{Q\_{un}}{Q\_{MUT}}\right)^{2}-16.89\left(\frac{Q\_{un}}{Q\_{MUT}}\right)+5.59)$$ | (2) |
| $$μ\_{r}=\frac{2.036\left(\frac{f\_{MUT}}{f\_{un}}\right)^{2}-4.636\left(\frac{f\_{MUT}}{f\_{un}}\right)+2.74}{\left(\frac{f\_{MUT}}{f\_{un}}\right)-0.8606}$$ | (3) |
| $$\tan(δ\_{m}=2.98\left(\frac{Q\_{un}}{Q\_{MUT}}\right)^{3}-9.519\left(\frac{Q\_{un}}{Q\_{MUT}}\right)^{2}+10.85\left(\frac{Q\_{un}}{Q\_{MUT}}\right)-4.312)$$ | (4) |

The notations *fMUT*, *fun*, *QMUT*, and *Qun* represent the resonant frequency of the MUT, the sensor frequency without the MUT, the Q-factor of the MUT, and the Q-factor of the sensor without the MUT, respectively. The *fun* and *Qun* values for the sensor were 3.07 GHz and 7.22, respectively. The extraction ratio curve comparing the CST simulation results and the formula from the curve-fitting is shown in Fig. 7. The blue dots represent data obtained from the CST simulation, while the red line represents the calculated parameters from the proposed formula.

Based on Fig. 7, the curve-fitting formula results align well with the simulated results. Figure 7a shows the extraction results for electrical characteristics, including *εr* and *tan δe*, while Figure 7b shows the extraction results for magnetic characteristics, including *μr* and *tan δm*. These results indicate that Eq. (1) to (4) are appropriate equations for estimating relative permittivity (*εr*), permeability (*μr*), dielectric loss (*tan δe*), and magnetic loss (*tan δm*).
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Figure 7. Comparison of the CST simulation results with the curve-fitting formula for the parameters: (a) *εr*, (b) *tan δe*, (c) *μr*, (d) *tan δm*

To provide a clearer understanding of the advantages of our proposed method compared to other computational methods in electromagnetic simulation, we have compiled a comprehensive comparison, as seen in Table 1. This table includes key parameters, such as accuracy, processing time, and the advantages and disadvantages of its method.

Table 1. Comparison of Computational Method in EM Simulation

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **No** | **Method** | **Accuracy**  | **Processing time** | **Characteristics** | **Ref.** |
| 1. | FDTD (Finite-Difference Time-Domain) | High | Medium  | Suitable for analyzing EM wave propagation, modeling complex EM devices with high accuracy, and effectively handling varying spatial and temporal domains.**Cons**: Tradeoff Between Stability and Accuracy | [26]–[28], This work |
| 2. | MoM (Method of Moments) | High | Long  | Effective for analyzing antennas and conductive structures, efficient for modeling electrical and EM structures with high accuracy, and suitable for modeling low to mid-frequency ranges.**Cons**: High computational cost over a wide freq. range | [29]–[31] |
| 3. | FEM (Finite Element Method) | High | Varies (depending on the model complexity) | Flexibility in modeling physical phenomena, accurate for HF modeling, enables the modeling of complex structures.**Cons**: Need for expertise in setting up and interpreting simulation results | [32]–[34] |

**4. CONCLUSION**

The presence of new materials with unknown properties and characteristics is no longer a critical issue. Various methods can determine these materials' properties and characteristics, particularly regarding their electromagnetic behavior. One effective approach is utilizing a microstrip sensor, where the structure is sensitive to changes in material properties. Frequency shifts and Q-factor changes provide the basis for estimating the values of dielectric and magnetic properties. Based on the simulation results and mathematical matching, the proposed microstrip sensor successfully measures permittivity, permeability, dielectric loss, and magnetic loss. The experimental results of variations in relative permittivity(*εr*), dielectric loss (*tan δe*), relative permeability (*μr*), and magnetic loss (*tan δm*), across nine samples each show conformity with the calculated results using the outlined formulas. Thus, the estimation results generated by these formulas based on the value of *S21* can be used to predict the actual material properties. Moreover, because this sensor can identify both magnetic and dielectric characteristics simultaneously, it excels in measuring the characteristics of magneto-dielectric materials.
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