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Abstract
Over the past few years, the implementation of renewable energy or go-green has intensified along with

the rapid development of its technology and increasing uncertainty of natural conditions that cause the prices of
non-ferrous metals such as copper, aluminum, nickel, etc. used as main components for developing renewable
energy devices, e.g.: battery, experience instability price in the commodity futures market. Economic players who
trade metals in the futures market certainly need to be careful and must evaluate the state of the world economy.
This study proposes a prediction engine as a combination of Bidirectional Long-Short Term Memory (BiLSTM),
with three optimization algorithms, i.e.: Adam, Root Mean Squared Propagation (RMSProp), and Stochastic
Gradient Descent (SGD), and transfer learning to make model training better. Experiments on four historical data
on nickel, lead, aluminum and copper prices in the commodity futures market are conducted. The selected features
are: open price, close price and volume price. Twelve models will be created to find the model that best predicts
the metal prices. The top 3 models with the best performance were selected, they are: model 4 RMSProp with R2
value of 0,99029 and MSE 0,00076 as the first ranking, model 3 Adam with R2 value of 0,98877 and MSE
0,00074 as the second ranking, and model 4 Adam with value of R2 0,98522 and MSE 0,00115 as the third
ranking.
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1. Introduction
Over the past few years, the implementation of

renewable energy or go-green has intensified along with
the rapid development of its technology and increasing
uncertainty of natural conditions that cause the prices of
raw metal materials such as copper, aluminium, nickel,
etc. used as main components for developing renewable
energy devices, e.g.: battery, experience instability price in
the commodity futures market. Economic players who
trade metals in the futures market (as buyer or also as
seller) certainly need to be careful and must evaluate the
state of the world economy, thus, need sophisticated tool
to observe the dynamics of the price’s fluctuation as well
as to predict the prices in the future to optimize the profit
or to minimize the loss if any.

Time Series Forecasting/Prediction is one area in
machine learning that focuses on time series attributes,
more specifically, on sequential time series data analysis,
then predicting the future outcomes based on previous
available data. Prediction using deep learning approach
such as BiLSTM on big data

and relatively huge number of epochs
definitely requires long processing time and consumes

intensive computing resources during the model
development stage, i.e.: for training as well as testing
of the model, and when the dataset changes, the
developed model needs to be retrained again since the
model does not keep the interconnection weights or
weight values in each neuron. Therefore, a prediction
model that can be reused without losing its
interconnection weights and need shorter training time
is required.

To address the above mentioned issues, this
study proposes a prediction engine as a
combination of BiLSTM with three optimization
algorithms, i.e.: Adam, RMSProp, and SGD, and
transfer learning to make model training better.
Then experiments on four historical datasets, i.e.:
nickel, lead, aluminum and copper prices datasets
in the commodity futures market are carried out.
The use of four different datasets makes the
developed models more robust.

This study contributes towards the
development of robust model to be used as
accurate prediction engine that can deal with big
data. In addition, the
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model assists the traders in the metals commodity futures
market to minimize the business risk. A good prediction of
metals business prospect, will attract more capital ventures
to invest in the advancement of renewable energy/
go-green technology.
2. Literature Review

Prediction in commodity trading is often used as a
tool in planning, whether it is done by individuals or
companies. One method that can be used for prediction is
data mining [1]. Previous studies [2] define data mining as
the process of extracting and processing data into very
important and useful information that may not have been
known before. With different conditions of data when
prediction, there is no one method that can provide
absolute prediction accuracy and perfect performance. The
data mining approach every so often used to make
predictions is Deep Learning [3-4]. One of the Deep
Learning algorithms that are widely used in prediction is
Neural Network [7-8]. In deep learning there are three
types of neural networks that form the basis for most
models, namely Artificial Neural Networks (ANN) [9],
Convolutional Neural Networks (CNN) [10-12], and
Recurrent Neural Networks (RNN) [13- 15], and can be
used in time series forecasting. The neural network
models and architectures that can be used for time series
forecasting have different performances depending on
how the model is built and what dataset is used for
training the model.

Several related studies that have been carried out by
previous researchers have tried to predict time series data
using several methods from the knowledge branch of
machine learning [16]. Khoshalan et al. [17] carried out
research on copper price prediction using Gene
Expression Programming (GEP), Artificial Neural
Network (ANN), Adaptive Neuro-Fuzzy Inference System
(ANFIS), and ant colony optimization algorithm
(ANFIS-ACO). The result is that the four methods have
satisfactory performance in predicting copper prices.
Afrianto et al. [18] conducted an experiment on stock
price prediction with public sentiment factor using
BiLSTM and produced the smallest MSE value of 0.094
and the smallest RMSE value of 0.306. Adhinata and
Rakhmadani [19] conducted a study on forecasting the
daily increase in COVID-19 cases with the LSTM model,
the experimental results showed that the deep learning
approach resulted in MSE values of 0.0308, RMSE
0.1758, and MAE 0.13. Ramadan et al. [20] conducted an
experiment on prediction sea level height using RNN and
LSTM. The results for the 14- day prediction get a
correlation coefficient R2 of 0.97 and an RMSE value of
0.036. Jaseena and Kovoor
[21] used the EWT-BiLSTM and BiLSTM models for
wind speed prediction which resulted in the EWT-
BiLSTM model being superior to the BiLSTM model.

Koshiyama et al. [22] created an architecture called
QuanNet that can study market trends and use it to learn
market-specific trading strategies that excel using transfer
learning methods in making specific strategies for
predicting global market trends. Ye and

Dai [23] proposed a transfer learning-based hybrid
algorithm, namely Online Sequential Extreme
Learning Machine with Kernels (OS-ELMK), and
ensemble learning, (TrEnOS-ELMK), compared
with many existing time series prediction methods,
the newly proposed algorithm considers old data
and can effectively utilize the latent knowledge
implicit in the data for prediction.
3. Proposed Method

This study integrates BiLSTM with
optimization algorithms (Adam, RMSProp, and
SGD). Fine-Tuning and Transfer Learning are
independently employed for enhanced training.
MSE and R2 score serve as performance metrics.
Figure 1 depicts the research workflow. Publicly
available data from id.investing.com (508 rows, 6
columns) during the period from October 1, 2019,
to October 1, 2021, is utilized for experimentation.

Preprocessing the Data: The data
preprocessing stage is the stage where the data will
go through several steps to prepare the data to be
ready for use in the next stage, the stages are: Data
Cleaning to clean data values such as filling in
missing values; Data Reduction choosing the
features to be used; Data Transformation such as
making dataset X and Y where X has 2 features
(Open & Volume prices) while Y has 1 feature
(Close price); scaling the data values with a scale
of 0 to 1; converting data values into numpy arrays;
splitting the data for training and for testing data
with 80%:20% ratio for Model 1, Model 2 and
Model 3, while for Model 4, the data is split into
75%:25% ratio. The use of different data ratio is to
verify whether transfer learning can produce good
performance compared to fine tune approach even
the training data portion is lesser.

1. Model Creation: At this stage the
BiLSTM model that combined with the
three optimizers will be created and will
be used as a prediction model.

2. Creating weight storage models: The next
stage is weight storage model that will be
used to store the interconnection weights
between neurons or nodes

3. Training and saving the models: At this
stage, the model will be trained using the
split dataset with the number of training
adjusting the epoch. Then the model that
has been trained and has interconnection
weights is stored and will later be used
again in prediction the next metal price.

4. Testing the models: Here, the models are
validated using the split data and then the
testing result is displayed graphically.

5. Prediction: Then the next stage is running
experiments on predictions using the
testing data.
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6. Performance metrics calculation:
Performance matrix will be measured to assess
the performance of the prediction models.

7. Comparison: In the last stage, a
comparison of the models’ performance
will be carried out to determine the best
model.

3.1 BiLSTMModel
Bidirectional Long Short-Term Memory (BiLSTM)
is the process of making each neural network has a
sequence of information from both directions
backwards (future to past) or forward (past to
future). In Bidirectional, inputting flows from both
directions makes BiLSTM different from ordinary
LSTM and makes the BiLSTM model able to
perform better in utilizing the information. Figure 2
shows how the BiLSTM works and Table 1 shows
the structure model parameters and their values
applied in the experiments.

Figure 1: Overall research workflow

3.2 Optimizer
This study considers three optimizer

algorithms as follows :
- Adam Optimizer Algorithm is an

optimization algorithm that can be
used instead of the classical
stochastic gradient descent procedure
to iteratively update the weights
based on the training data.

- RMSprop Optimizer Algorithm is similar
to the stochastic gradient descent
algorithm with momentum. RMSprop
optimization limits oscillations in the
vertical direction. This can increase the
learning speed and the algorithm can take
larger steps in the horizontal direction
that converges more quickly.
SGD Optimizer Algorithm is an

optimization algorithm that is often used in
machine learning applications to find the most
suitable model parameters between the
predicted output and the actual output. Figure
3 illustrates the four models creation with
Adam optimizer experiments stages. Models
creation using other two optimizers is
conducted similarly. As we can see in Figure
3, Model 1 is developed from the scratch.
Model 2 is created from the obtained Model 1
through fine-tune approach. Next step is the
creation of Model 3, also using fine tune
approach. It means that each layer is trained,
using its corresponding dataset. Lastly, Model
4 is created through transfer learning
approach. This strategy is taken after
observing the dynamic and fluctuation of the
metals prices data from time to time
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3.3 Fine Tuning
Fine-tuning is a way of implementing or utilizing

transfer learning to make better adjustments to improve
the performance and accuracy of the previously trained
network [24]. Specifically, fine- tuning is the process of
taking a trained model for one given task and then tuning
or modifying the model to make it perform a second
similar task.
3.4 Transfer Learning

Transfer learning is the enhancement of learning
in a new task through the transfer of knowledge from
related tasks that have been learned. Transfer learning is
concerned with issues such as multi-tasking learning
and concept shifting and is not exclusively a field of
study for deep learning [25]. Transfer learning aims to
improve target training performance in the target
domain by transferring knowledge contained in
different sources but related domains. However, transfer
learning is popular in deep learning, given the
enormous resources required to train deep learning
models or the large and challenging datasets on which
deep learning models are trained. Two common
approaches are as follows:
1. Developed Model Approach:

(a) Select Source Task → (b) Develop
Source
Model → (c) Reuse Model → (d) Tune
Model.

Figure 3: Models creation witAdam
optimizer experiments stages

2. Pre-trained Model Approach:
(a) Select Source Model → (b) Reuse
Model → (c) Tune Model

3.5 Performance Metrics
Two metrics are selected to measure the

performance of the proposed models, i.e.:
MSE and R2 Score. Mean Squared Error
(MSE) or Mean Squared Deviation (MSD) is
used to measure the difference in the mean
squared between the estimated value and the
actual value [26]. R2 Score is a statistical
measure in a regression model that determines
the proportion of variance in the dependent
variable that can be explained by the
independent variable. In other words, R2 or
r-squared indicates how well the data fit the
regression model [27].

3.6 Dataset
Four datasets on Nickel, Lead,

Aluminum, and Copper are taken from the
id.investing.com portal. Each dataset consists
of 508 rows and 6 columns. Figure 4 shows
the four datasets.

Four models are created, one model
for each dataset, i.e.: Model 1 for Nickel price
dataset, Model 2 for Lead price dataset, Model
3 for Aluminum price dataset, and Model 4 for
Copper price dataset. This sequence is based
on the trend of each dataset. In Nickel and
Lead price datasets, the price data movement
is still fairly stable, however, for Aluminum
and Copper the prices fluctuation is sharp
enough as shown in Figure 5. Then each
model is combined with three different
optimizers, thus 12 models will be created.

Nickel (Model 1)

Lead (Model 2)

Aluminum (Model 3)

Copper (Model 4)
Figure 4. Illustration of Datasets for the experiments
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Figure 5. Trends of price movement of the four metals

4. Experimental Result and Discusion
For the implementation purpose, this study

uses Intel Core i7-8750H CPU @ 2.20GHz (12
CPUs), RAM 8 GB, running Windows 10 and Python
version 3.7.13 programming language, with Google
Collaboratory supporting apps and libraries, including:
Sys, Pandas, MatplotLib, Seaborn, Tabulate,
MinMaxScaler, train_test_split, mean_squared_error,
r2_score. Whereas for model creation, the following
libraries are utilized: Sequential, LSTM, Dense,
Dropout, Bidirectional, Batchnormalization, Input,
ModelCheckpoint, CSVLogger, and Load_model.

4.1 BiLSTM + Adam Optimizer
Four models for this arrangement are: Model 1

Adam, Model 2 Adam, Model 3 Adam, and Model 4
Adam. Figure 6 and Figure 7 show the loss and
prediction of the models, respectively. It can be seen
dfghkdfgjhds;

Figure 6. Loss values of BiLSTM+Adam
optimizer

Figure 7. Accuracy of BiLSTM+Adam optimizer

4.2 BiLSTM + RMSProp Optimizer
Four models for this arrangement are:

Model 1 RMSProp, Model 2 RMSProp, Model 3
RMSProp, and Model 4 RMSProp. Figure 8 and
Figure 9 show the loss and prediction of the models,
respectively. Figure 8 shows the convergence of the
four models. Model 2 RMSProp fluctuates a lot
compared to the other three models. Model 4
RMSProp achieves the best performance.
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Figure 8. Loss values of BiLSTM+RMSProp optimizer

Figure 9. Accuracy of BiLSTM+RMSProp
optimizer

4.3 BiLSTM + SGD Optimizer
Four models for this arrangement are: Model

1 SGD, Model 2 SGD, Model 3 SGD, and Model
4 SGD. Figure 10 and Figure 11 show the loss and
prediction of the models, respectively. Figure 10
shows the convergence of the four models. Model
2 SGD is similar to Model 2 RMSProp fluctuates
a lot compared to the other three models. Model 3
RMSProp achieves the best performance.

Table 2 summarizes overall models’
performance. It can be seen that in general, the
combination of BiLSTM with the three optimizers
improves the prediction performance in terms of
R2, MSE. Implementation on other combinations
only provides better number of epoch to achieve
convergence, and shorter processing time.

Table. Overall Models’ performance
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Figure 10. Loss values of BiLSTM+SGD optimizer

sequence number 3 and number 4. From
observation of Model 4’s performances, it can be
seen that Model 4 RMSProp (model using Copper
dataset combined with RMSProp optimizer)
achieves the best performance among other 11
models. On the other hand, for other
combinations, Model 3s (Model 3 Adam and
Model 3 SGD) perform better compared to their
Model 4s. Nevertheless, Model 3s and Model 4s
need less processing time compared to Model 1s
and Model 2s. As discussed in Section 3.2 on
model creation, neuron weights of Hidden layer of
Model 1 resulted from its training stage is used as
basis for Model 2 creation using fine tune
approach. This way makes neurons at Hidden
Layer of
Model 2 has their initial weights, then when it is
trained again using data for Model 2 will produce
better performance (in terms of R2 Score, MSE
and processing time) compared to Model 1. Same
procedure happens to Model 3 creation. Whilst,
Model 4 is purely created using transfer learning
approach, without retraining but directly uses the
neurons’ weights from Model 3. Table 3 shows
the top three models resulted from the
experiments. We observe that the best
performance for BiLSTM+RMSProp models,
BiLSTM+Adam models, and BiLSTM+SGD
models achieved by Model 4 RMSProp, Model 3
Adam, and Model 4 Adam.

Table 2. The 3 top models
Model R2 Score MSE
Model 4 RMSProp 0.96234 0.00236
Model 3 Adam 0.96823 0.00184
Model 4 Adam 0.98877 0.00074

Table 3. The 3 top models

Unfortunately, not so many works on metal prices
prediction in commodity futures market are
available in the literatures. Nevertheless, Table 4
shows performance comparison with some
existing models

Figure 11. Accuracy of BiLSTM+SGD optimizer

5. Discusion and Comparisson

As shown in Table 2, all models are able to
predict the four metal’s price very well,
particularly Model 3 and Model 4 as they are
created in

Table 4. Performance comparison
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6. Conclusion
This study has proposed a prediction engine as a
combination of BiLSTM with three optimization
algorithms, i.e.: Adam, RMSProp, and SGD, and transfer
learning to make model training better. Through a series
of experiments, this study has shown that the
implementation of transfer learning approach on the
combination of BiLSTM and RMSProp optimizer
improves all aspects of the prediction performance, i.e.:
R2, MSE, number of epoch as well as processing time.
Implementation on other combinations only provides
better number of epoch to achieve convergence, and
shorter processing time. The best performance with
0.990287 of R2 Score and MSE value of 0.000756 was
achieved for model that is created using Copper dataset
and implementation of transfer learning. The transfer
learning approach reduces the prediction processing time
and at the same time still provides excellent prediction
results while the number of data training and testing is
less. The proposed model is expected will assist metals
trading players to secure their business, which in turn
will support the advancement of renewable energy
technology. Combinations of other prediction engines
with several optimizer algorithms are considered as
future study. Besides, as this study does not perform
model validation, thus, validation of the model is
considered also as one of future work.
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