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Abstract—This study presents a comparative analysis of two chatbot frameworks, Google 

Dialogflow and rule-based NLTK (Natural Language Toolkit), for the development of 
chatbots to handle frequently asked questions (FAQ) in applications. The study focuses on 
Blender, a popular 3D modeling software, as a case study. Ten testing questions were used 
to evaluate the chatbots' accuracy, precision, recall, and F1-score. The results showed that 
Dialogflow achieved an accuracy of 80%, precision of 80%, recall of 100%, and an F1-score 
of 88.9%. In contrast, the rule-based NLTK chatbot achieved an accuracy of 60%, precision 
of 66.7%, recall of 80%, and an F1-score of 72.8%. The study concluded that Dialogflow is 
a more effective and reliable chatbot for handling Blender FAQs due to its ability to retrieve 
relevant information from a large knowledge base and its use of machine learning algorithms 
to improve its performance over time. However, the rule-based NLTK chatbot may still be 
useful in certain situations where a more simple and customizable chatbot is required. 
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1. Introduction 
Chatbots have become an progressively 

mainstream tool for businesses and organizations to 

provide customer support, answer frequently asked 

questions (FAQ), and streamline communication. 

With the advancements in natural language 

processing (NLP) and machine learning (ML), 

chatbots have become more refined and capable of 

understanding and responding to complex queries. In 

this study, we compare the performance of two 

chatbot frameworks, Google Dialogflow and rule-

based NLTK, for handling application FAQs. 

 

Blender is a widely-used 3D modeling software 

that has a large and active community of users. The 

Blender website provides a comprehensive FAQ 

section, but users often have questions that are not 

covered in the FAQ or require more detailed 

explanations. A chatbot that can answer these 

questions quickly and accurately would be a valuable 

resource for the Blender community. 

 

In this study, we focus on the development and 

evaluation of chatbots for handling Blender FAQs. 

We collected a dataset of Blender FAQs from the 

web. We then developed two chatbots, one using 

Google Dialogflow and the other using rule-based 

NLTK, and evaluated their performance. 

 

The aim of this study is to provide insights into 

the strengths and weaknesses of the two chatbot 

frameworks and to help developers and researchers in 

the field of chatbots and NLP make informed 

decisions about the tools and techniques they use. 

 

2. Research Methodology 

2.1 Theoretical Basis 

1. Chatbots 

Chatbots are computer programs that able to 

communicate with people through natural 

languages [1]. Via text conversations, a chatbot 

can help users or serve conversation by doing 

things like answering questions and giving 

advice. 

 
Chatbots have become an increasingly popular tool 

for businesses and organizations to provide customer 

support, answer frequently asked questions (FAQ), 

and streamline communication. With the advance 

progression in natural language processing (NLP) and 

machine learning (ML), chatbots have become more 

sophisticated and capable of understanding and 

responding to complex queries. In this study, we 

compare the performance of two chatbot frameworks, 

Google Dialogflow and rule-based NLTK, for 

handling application FAQs. 
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2. Google Dialogflow 
Dialogflow is a chatbot development platform 

developed by Google, based on human language. 

Dialogflow enables developers to create chatbots 

that can interact with users through a conversational 

interface, using natural language processing (NLP) 

and natural language understanding (NLU) 

technologies. With Dialogflow, developers can 

create chatbots that can understand the intent behind 

user queries and provide relevant responses. 
Dialogflow provides a visual interface for creating 

and managing conversation flows, as well as 

integrations with popular messaging platforms such 

as Facebook Messenger and Slack. Dialogflow has 

been used in a variety of applications, including 

customer support, e-commerce, and education [2].  

One of the feature of Dialogflow is a Knowledge 

Base. A Knowledge Base represents a collection of 

knowledge documents simply give to Dialogflow 

[3]. Your knowledge documents contain data which 

will be valuable during discussions with end-users. 

 

3. Rule-based NLTK 
Rule-based NLTK is a chatbot development 

framework that uses a set of predefined rules to 

understand and respond to user queries. Natural 

Language Toolkit or commonly referred as NLTK is 

a Python-based platform developed to process text 

data. NLTK comes with many corpora and lexical 

resources such as Wordnet. In addition, NLTK also 

provides libraries for text processing such as 

classification, tokenization, stemming, tagging, 

parsing etc [4]. Rule-based chatbots are often used 

in applications where the conversation flows are 

well-defined and the number of possible user queries 

is limited, such as FAQs and surveys. Rule-based 

pattern recognition happens when chatbots 

distinguish certain words or expressions that trigger 

a complete set of reactions. The good thing about 

such rules is that they are exact, and permit 

developers to form and alter the rules to handle 

unused circumstances and address bugs with 

certainty [5]. 

 

4. Blender 
Blender is an open-source widely-used 3D modeling 

software that has a large and active community of 

users [6]. The Blender website provides a 

comprehensive FAQ section, but users often have 

questions that are not covered in the FAQ or require 

more detailed explanations. A chatbot that can 

answer these questions quickly and accurately 

would be a valuable resource for the Blender 

community. 

 

3. Results and Discussion 

3.1. Dataset 
To develop and evaluate the performance of the 

chatbots, we collected a dataset of Blender FAQs 

from the official Blender website 

(https://www.blender.org/support/faq/). The FAQ 

section on the website provides answers to a wide 

range of questions related to Blender, including 

licenses, add-ons, and python scripts for Blender. 

 

 

Picture 1. Preview of Blender FAQs website. 
 

We used a web scraping tool to extract the questions 

and answers from the FAQ section. The dataset 

contains a total of 20 question-answer pairs, with an 

average length of 8 words per question and 77.6 

words per answer. We preprocessed the dataset by 

removing any irrelevant information, such as HTML 

tags and formatting, and converting all the text to 

lowercase.  
 

 

Picture 2. Python code to extract FAQs from the 

website to JSON file. 
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Picture 3. Question and answer keys on the 

generated JSON file. 

 

The dataset used in this study is specific to Blender 

FAQs, but the methods and techniques used for 

chatbot development and evaluation can be applied 

to other applications and domains. In the following 

sections, we provide details about the two chatbots, 

Google Dialogflow and rule-based NLTK, and their 

performance in handling Blender FAQs. 

 

3.2 Chatbot 1 - Google Dialogflow 
For the first chatbot, we used Google Dialogflow, a 

popular and powerful platform for building 

conversational agents. Dialogflow provides a set of 

tools and APIs for building, training, and deploying 

chatbots. We leveraged Dialogflow's Knowledge 

Base tool, which allows the agent to automatically 

retrieve relevant information from a structured FAQ 

document. 

 

We created a Knowledge Base in Dialogflow using 

the Blender FAQs document we obtained from the 

official Blender website. The Knowledge Base tool 

uses natural language processing (NLP) techniques 

to automatically extract questions and answers from 

the document and create a knowledge graph. 

 

 
 

Picture 4. Knowledge Base in Google Dialogflow. 

 

We then trained the Dialogflow agent to recognize 

user queries related to Blender and retrieve the most 

relevant answer from the knowledge graph. We also 

implemented some custom fallback intents to handle 

cases where the agent was unable to find a relevant 

answer. 

 

The chatbot developed using Dialogflow was able to 

handle a wide range of questions related to Blender, 

including licenses, add-ons, python scripts for 

Blender, and so on. The chatbot was also able to 

maintain a coherent and relevant conversation with 

the user, thanks to the input and output contexts 

defined in the Knowledge Base. 
 

3.3. Chatbot 2 - Rule-based NLTK 
For the second chatbot, we used a rule-based 

approach with the Natural Language Toolkit 

(NLTK) library in Python. We manually created a 

set of rules to match the user's input with the most 

relevant question in the Blender FAQ dataset. 

We first preprocessed the user's input and the 

questions in the dataset by tokenizing them and 

removing punctuation. We then calculated the 

cosine similarity score between the user's input and 

each question in the dataset, using the set of rules to 

determine the weight of each word in the similarity 

calculation. 

 

 
 

If the cosine similarity score between the user's input 

and a question in the dataset was above a certain 

threshold, the chatbot would return the 

corresponding answer. If no match was found, the 

chatbot would return a default message indicating 
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that it didn't have an answer for the question. 

 

Picture 5. How Rule-based NLTK works. 

 

3.4 Comparison and Evaluation 

In this test, we used a set of 10 testing questions 

related to Blender FAQs, of which 8 were relevant 

to the topic and 2 were not. We evaluated the 

performance of two chatbots, Dialogflow and Rule-

based NLTK, using accuracy,precision, recall, and 

F1- score [7]: 

• Accuracy: The number of correct responses 

divided by the entire number of responses 

• Precision: The number of correct responses 

divided by the number of relevant responses 

• Recall: The number of correct responses 

divided by the number of relevant questions 

• F1-score: The harmonic mean of precision 

and recall 

𝑓1 = 2 .  
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 . 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

 

Dialogflow performed better than Rule-based 

NLTK in terms of accuracy, recall, and F1-score. 

Dialogflow correctly answered 8 out of the 10 

relevant questions, resulting in an accuracy of 80%. 

It also achieved a recall of 100%, indicating that it 

correctly answered all of the relevant questions that 

it was able to identify. Its F1-score of 88.9% reflects 

its strong overall performance. 

Rule-based NLTK achieved an accuracy of 60%, 

correctly answering 6 out of the 10 relevant 

questions. It had a lower recall of 80%, indicating 

that it missed some of the relevant questions. 

However, it had a slightly higher precision of 66.7%, 

meaning that it was less likely to provide an 

incorrect answer when it did identify a relevant 

question. Its F1-score of 72.8% reflects its moderate 

overall performance. 

 
Chatbot Accuracy Precision Recall  F1-

score 

Dialogflow 80% 80% 100%  88.9% 

Rule-based 

NLTK 

60% 66.7% 80%  72.8% 

Table 1. Performance comparison of Dialogflow 

and Rule-based NLTK. 

 

It is worth noting that Dialogflow was able to 

correctly answer the 2 non-relevant questions, while 

Rule-based NLTK was not. This suggests that 

Dialogflow may be better at handling off-topic or 

unexpected questions. 

4. Conclusion 
In conclusion, the superior performance of 

Dialogflow can be attributed to its use of machine 

learning algorithms to match user queries with 

relevant answers in the knowledge base. This allows 

Dialogflow to handle a wider range of queries and to 

provide more accurate and detailed answers. 

On the other hand, the rule-based NLTK 

chatbot relies on a set of predefined rules to match 

user queries with answers. While this approach can 

be effective for simple and well-defined queries, it 

can struggle to handle more complex or ambiguous 

queries. 

The results of our evaluation suggest that 

Dialogflow is a more effective chatbot for handling 

Blender FAQs, with higher accuracy, precision, 

recall, and F1-score than Rule-based NLTK. 

However, both chatbots have their strong points and 

weak points, and the choice of which to use may 

depend on the specific needs and constraints of the 

application. 

For future work, we recommend exploring 

other chatbot platforms and techniques, such as 

using deep learning-based models or incorporating 

user feedback, to further improve the performance 

and user experience of Blender FAQ chatbots. 
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