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ABSTRAK 

Demensia merupakan gangguan kesehatan ditandai dengan penurunan daya ingat, kemampuan kognitif, 
dan perilaku yang mengganggu aktivitas pada kehidupan sehari-hari. Masyarakat kurang mendapatkan 
informasi mengenai deteksi dini demensia yang disebabkan terbatasnya fasilitas kesehatan. Klasifikasi 
menggunakan data mining dapat membantu deteksi dini demensia. Penelitian ini bertujuan membandingkan 
algoritma CART dan AdaBoost untuk melihat metode yang paling efektif digunakan pada klasifikasi 
demensia. Pembagian data dilakukan menggunakan metode percentage split dan k-fold cross-validation. 
Percentage split membagi data menjadi dua bagian dengan 70% data pelatihan dan 30% data pengujian. 
K-fold cross-validation mengelompokkan data dengan 1 kelompok data menjadi data pengujian dan 9 
kelompok data lainnya menjadi data pengujian yang dilakukan berulang pada setiap kelompok data 
sebanyak 10 kali. ADASYN digunakan untuk menyeimbangkan data pada setiap kelas. Hasil evaluasi 
kinerja pada kedua algoritma menunjukkan AdaBoost menggunakan ADASYN dan k-fold cross-validation 
memiliki nilai tertinggi untuk akurasi, presisi, recall, f1-score, dan ROC-AUC masing-masing sebesar 
92.52%, 92.11%, 92.52%, 91.46%, dan 96.85%. Hasil ini menunjukkan bahwa algoritma AdaBoost sangat 
baik dalam memprediksi seluruh demensia dengan benar, mempertahankan keseimbangan antara presisi 
dan recall, dan membedakan tiga kelas demensia. Hasil penelitian menunjukkan keunggulan pendekatan 
ensemble learning dalam menangani variasi data dan meningkatkan stabilitas model klasifikasi demensia. 
Penelitian ini menunjukkan bahwa AdaBoost memiliki performa yang sangat baik dibandingkan CART 
pada klasifikasi demensia. 
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1.​ PENDAHULUAN 
Demensia merupakan gangguan kesehatan ditandai dengan penurunan daya ingat, kemampuan kognitif, dan 

perilaku yang mengganggu aktivitas pada kehidupan sehari-hari [1]. Data WHO (2025) menunjukkan bahwa 
terdapat lebih dari 55 juta penderita demensia di dunia, dengan peningkatan 10 juta kasus baru setiap tahun [2]. 
Demensia dapat menyebabkan kecacatan serta ketergantungan yang mengganggu kehidupan orang yang terkena 
dampak, pengasuh, dan keluarga [1]. Masyarakat kurang mendapatkan informasi mengenai deteksi dini demensia 
yang disebabkan terbatasnya fasilitas kesehatan. Deteksi dini demensia perlu dilakukan untuk mengetahui penyebab 
serta menentukan langkah penanganan yang tepat agar demensia tidak bertambah parah. Deteksi demensia dapat 
dilakukan menggunakan bantuan komputer dengan melakukan klasifikasi menggunakan data mining. Data mining 
merupakan serangkaian metode yang digunakan untuk menganalisis kumpulan data besar dan mengekstrak 
informasi untuk menemukan pola yang bermakna [3]. Salah satu algoritma pada data mining adalah Classification 
and Regresion Tree (CART). 
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CART merupakan metode nonparametric regression yang membagi data berdasarkan variabel atau atribut 
sehingga membentuk pohon keputusan [4]. CART terdiri dari dua jenis pohon keputusan, yaitu classification tree 
dan regression tree. Classification tree digunakan untuk memprediksi variabel kategorik sedangkan regression tree 
digunakan untuk memprediksi variabel numerik [5]. CART mampu memberikan hasil yang akurat dan lebih mudah 
diinterpretasikan karena strukturnya yang berbentuk pohon keputusan memungkinkan pelacakan setiap keputusan 
secara menyeluruh dalam proses klasifikasi atau regresi [6]. Diwate et al [7] melakukan klasifikasi demensia dengan 
nilai akurasi dan recall dibawah 85%. CART kurang mampu menghasilkan pohon keputusan yang stabil karena 
sensitif terhadap data baru [8]. Algoritma yang mampu stabil terhadap data baru adalah algoritma Adaptive Boosting 
(AdaBoost). 

AdaBoost merupakan metode ensemble yang mengkombinasikan beberapa klasifikasi tunggal (single classifier) 
didalam satu model sehingga membentuk model klasifikasi yang kuat (strong learner) dengan mengambil model 
lemah (weak learner) [9]. AdaBoost mampu menutupi kekurangan algoritma klasifikasi tunggal (single classifier) 
seperti CART karena menggabungkan beberapa model lemah (weak learner) menjadi satu model kuat (strong 
learner) [10], [11]. Dhakal et al [12] melakukan klasifikasi demensia menggunakan algoritma AdaBoost dengan 
nilai akurasi, presisi, recall, dan f1-score dibawah 90%. 

Penelitian sebelumnya banyak berfokus pada klasifikasi citra otak menggunakan CNN, sedangkan penelitian 
ini mengeksplorasi pendekatan tabular data berbasis kognitif dengan CART dan AdaBoost. Keterbaruan penelitian 
ini terletak pada analisis perbandingan kinerja algoritma CART dan AdaBoost pada klasifikasi demensia berdasarkan 
fitur kognitif dan pemanfaatan data tabular kognitif untuk klasifikasi demensia. Penelitian ini bertujuan 
membandingkan algoritma CART dan AdaBoost untuk melihat metode yang paling efektif digunakan pada 
klasifikasi demensia. Tingkat keberhasilan metode yang diusulkan dalam penelitian ini diukur dengan menghitung 
hasil kinerja akurasi, presisi, recall, f1-score, dan ROC-AUC. 
 
2.​ METODE PENELITIAN 

Metodologi penelitian menjelaskan tahapan-tahapan yang dilakukan dalam penelitian ini, mulai dari deskripsi 
data hingga analisis dan interpretasi hasil. Ilustrasi dari alur metodologi penelitian dapat dilihat pada Gambar 1. 

 

 
Gambar 1. Alur Metodologi Penelitian 

 
Berdasarkan Gambar 1 mengilustrasikan proses alur metodologi penelitian. Tahapan awal dari alur kerangka 

kerja penelitian adalah tahapan deskripsi data (data description). Tahapan prapemrosesan data (data preprocessing) 
dilakukan dengan mengubah kategori menjadi bentuk numerik (label encoding), penanganan data hilang (missing 
data), dan normalisasi data (data normalization). Tahapan selanjutnya data dibagi menggunakan dua pendekatan, 
yaitu percentage split dan k-fold cross-validation. Pembagian data dilakukan pada algoritma CART dan AdaBoost. 
Tahapan selanjutnya adalah pelatihan model (train model) menggunakan data pelatihan. Pengujian model (test 
model) dilakukan untuk menghasilkan prediksi hasil (predict result) pada data pengujian. Tahapan evaluasi kinerja 
(performance evaluation) dilakukan untuk mengukur performa model menggunakan metrik evaluasi kinerja yang 
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ditetapkan. Tahapan terakhir adalah analisis dan interpretation hasil (analysis and interpretation of result) yang 
dilakukan untuk menafsirkan performa dan kesesuaian model terhadap tujuan penelitian. 
 
2.1. Deskripsi Data 

Data yang digunakan pada penelitian ini berasal dari Open Access Series of Imaging Studies (OASIS) yang 
diperoleh dari Kaggle [13]. Dataset OASIS merupakan dataset yang berisi 150 data pasien demensia. Deskripsi data 
dapat dilihat pada Tabel 1. 

Tabel 1. Deskripsi Data 
Atribut Keterangan Tipe Data Atribut Jumlah Data Nilai 

Subject ID Identitas Pasien (Subject 
Identification) 

Kategorik Identitas 373 OAS2_ID 

MRI ID Identifikasi Pemeriksaan MRI 
(MRI Exam Identification) 

Kategorik Identitas 373 OAS2_ID_MRID 

Group Kelas Prediksi Kategorik Target/Pre
diksi 

373 Nondemented 
Demented 
Converted 

Visit Banyak Pemeriksaan Kategorik Fitur 373 1 - 5 

MR Delay Waktu Penundaan MRI Numerik Fitur 373 0 - 2639 
 

M/F Jenis Kelamin Kategorik Fitur 373 M = Laki-laki 
F = Perempuan 

Hand Tangan Kategorik Konstan 373 R = Tangan 
Kanan 

Age Usia Numerik Fitur 373 60 - 98 

Educ Tingkat Pendidikan (Tahun) Numerik Fitur 373 6 - 23 

SES Status Sosial-Ekonomi 
(Socioeconomic Status) 

Kategorik Fitur 354 1 = Tinggi  
2 = Menengah ke 
Atas 
3 = Menengah 
4 = Menengah ke 
Bawah 
5 = Rendah 

MMSE Uji Status Mental Mini (Mini 
Mental State Examination) 

Numerik Fitur 371 4 - 30 
 

CDR Tingkat Keparahan Demensia 
(Clinical Dementia Rating) 

Kategorik Fitur 373 0 = Tidak 
0.5 = Sangat 
lemah 
1 = Lemah 
2 = Sedang 

eTIV Perkiraan Volume Rongga 
Kepala (estimated Total 
Intracranial Volume) 

Numerik Fitur 373 
1106 - 2004 
 

nWBV Volume Otak Total yang 
Dinormalisasi (normalize Whole 
Brain Volume) 

Numerik Fitur 373 0.64 – 0.84 

ASF Faktor Penyesuaian Ukuran 
Otak (Atlas Scaling Factor) 

Numerik Fitur 373 0.88 – 1.59 

 
Berdasarkan Tabel 1, dataset OASIS memiliki 15 atribut, yaitu Subject ID, MRI ID, Group, Visit, MR Delay, 

M/F(Gender), Hand, Age, Educ, SES, MMSE, CDR, eTIV, nWBF, dan ASF. Dataset ini terdiri dari 8 atribut 
kategorik dan 7 atribut numerik. Atribut kategorik terdiri dari Subject ID, MRI ID, Group, Visit, M/F, Hand, SES, 
dan CDR. Atribut numerik terdiri dari MR Delay, Age, EDUC, MMSE, eTIV, nWBV, ASF. Dataset ini terdiri dari 11 
atribut fitur, 2 atribut identitas, 1 atribut konstan, dan 1 atribut target/prediksi, yaitu Group. Atribut Group memiliki 
tiga kelas prediksi, yaitu nondemented, demented, dan converted. Dataset ini memiliki 373 data yang terbagi menjadi 
190 data nondemented, 146 data demented dan 37 data converted. 
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2.2. Data Preprocessing 

Data preprocessing merupakan proses mengubah data menjadi format yang sesuai, sehingga dapat diproses 
secara akurat menggunakan model. Data preprocessing dilakukan melalui beberapa langkah, yaitu label encoding, 
missing data, dan normalisasi data [14]. Atribut Subject ID, MRI ID, dan Hand dihapus dari data. 
 
2.2.1. Label Encoding 

Label encoding merupakan proses mengubah data kategori menjadi bentuk numerik [15]. Atribut Group, M/F, 
dan SES diproses menggunakan label encoding sehingga setiap atribut kategorik diubah menjadi bentuk numerik. 
 
2.2.2. Missing Data 

Missing data merupakan kondisi di mana terdapat nilai yang hilang atau tidak tercatat pada suatu data [16]. 
Data yang digunakan pada penelitian ini memiliki dua atribut yang mempunyai data hilang di dalamnya, yaitu SES 
dan MMSE. Atribut MMSE terdapat 2 data hilang dan Atribut SES terdapat 19 data hilang. Atribut MMSE dilakukan 
imputasi dengan menggunakan median, yaitu nilai tengah dari seluruh data kolom MMSE menjadi pegganti nilai 
pada data hilang. Atribut SES merupakan data kategorik, sehingga data kosong diisi dengan modus, yaitu data yang 
memiliki frekuensi terbanyak menjadi pengganti nilai pada data hilang. 
 
2.2.3. Normalisasi Data 

Normalisasi data merupakan proses menyesuaikan output ke skala yang diinginkan [17]. Normalisasi data 
dilakukan untuk mengecilkan rentang nilai yang memiliki perbedaan rentang nilai yang besar dibandingkan dengan 
atribut-atribut lainnya, sehingga proses klasifikasi lebih optimal [18]. Normalisasi data pada penelitian ini 
menggunakan teknik min-max normalization. min-max normalization merupakan teknik normalisasi data yang 
melakukan transformasi linier pada data asli dengan memetakan nilai ke rentang baru berdasarkan nilai maksimum 
dan minimum atribut [19]. Proses perhitungan min-max normalization dapat dilihat pada Persamaan (1) [20]. 

 𝑥
𝑛𝑜𝑟𝑚

=
𝑥

𝑖
−𝑥

𝑚𝑖𝑛

𝑥
𝑚𝑎𝑥

−𝑥
𝑚𝑖𝑛

(1) 

Dimana  merupakan normalisasi,  merupakan input data ke-i, i merupakan data ke-i,  merupakan 𝑥
𝑛𝑜𝑟𝑚

𝑥
𝑖

𝑥
𝑚𝑖𝑛

data dengan nilai terendah, dan  merupakan data dengan nilai tertinggi. 𝑥
𝑚𝑎𝑥

Penelitian ini melakukan normalisasi data terhadap 10 atribut, yaitu Visit, MR Delay, Age, Educ, SES, MMSE, 
CDR, eTIV, nWBF, dan ASF. Hasil data preprocessing dapat dilihat pada Tabel 2. 

 
Tabel 2. Hasil Data Preprocessing 

Atribut Keterangan Tipe Data Atribut Jumlah Data Nilai 
Visit Banyak Pemeriksaan Kategorik Fitur 373 0 - 1 

MR Delay Waktu Penundaan MRI Numerik Fitur 373 0 - 1 
 

Age Usia Numerik Fitur 373 0 - 1 

Educ Tingkat Pendidikan (Tahun) Numerik Fitur 373 0 - 1 

SES Status Sosial-Ekonomi 
(SocioEconomic Status) 

Kategorik Fitur 373 0 = Tinggi  
0.25 = 
Menengah ke 
Atas 
0.5 = 
Menengah 
0.75 = 
Menengah ke 
Bawah 
1 = Rendah 

MMSE Uji Status Mental Mini (Mini Mental 
State Examination) 

Numerik Fitur 373 
0 - 1 

CDR Tingkat Keparahan Demensia 
(Clinical Dementia Rating) 

Kategorik Fitur 373 0 = Tidak 
0.25 = Sangat 
lemah 
0.5 = Lemah 
1 = Sedang 
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eTIV Perkiraan Volume Rongga Kepala 
(estimated Total Intracranial Volume) 

Numerik Fitur 373 0 - 1 
 

nWBV Volume Otak Total yang 
Dinormalisasi (normalize Whole Brain 
Volume) 

Numerik Fitur 373 0 - 1 

ASF Faktor Penyesuaian Ukuran Otak 
(Atlas Scaling Factor) 

Numerik Fitur 373 0 - 1 

 
Berdasarkan Tabel 2, data preprocessing dilakukan pada atribut fitur yang tidak mengalami penghapusan atribut 

pada data. Hasil data preprocessing membuat jumlah data dan rentang nilai menjadi sama. Jumlah data pada semua 
atribut menjadi 373 data. Rentang nilai pada semua atribut menjadi antara 0 sampai 1. 
 

2.3. Percentage Split 
Percentage split merupakan proses pembagian dataset menjadi dua bagian, yaitu data pelatihan (training data) 

dan data pengujian (testing data) [21]. Percentage split bertujuan agar model dilatih pada sebagian data dan diuji 
pada data yang belum pernah dilihat sebelumnya. 
 
2.4. K-Fold Cross-validation 

K-fold cross-validation merupakan teknik validasi yang membagi data menjadi beberapa kelompok data 
pelatihan (training data) dan data pengujian (testing data) dengan jumlah data hampir sama [22]. K-fold 
cross-validation membagi satu kelompok data menjadi data pelatihan dan kelompok data lainnya menjadi data 
pengujian yang dilakukan berulang pada setiap kelompok data [23]. 
 
2.5. ADASYN 

ADASYN (Adaptive Synthetic Sampling) adalah metode oversampling untuk menangani data tidak seimbang 
(imbalanced dataset) [24]. ADASYN digunakan untuk mengatasi ketidakseimbangan data dengan membuat data 
tambahan pada kelas yang jumlahnya sedikit, sehingga model dapat belajar lebih baik [25]. 
 
2.6. Algoritma CART 

Algoritma CART menghasilkan pohon keputusan berdasarkan atribut. Setiap atribut memiliki nilai yang 
menghasilkan kemungkinan penyebab demensia dan menjadi dasar dalam membuat pohon keputusan. Menurut J. 
Sun et al [26], langkah-langkah pengerjaan algoritma CART sebagai berikut. 
1.​ Menyiapkan dataset. 
2.​ Menentukan gini index untuk seluruh atribut menggunakan Persamaan (2). 

 𝐺𝑖𝑛𝑖(𝑆) = 1 −
𝑗=1

𝑘

∑ 𝑝
𝑗
2( ) (2) 

​ ​Dimana  merupakan jumlah data,  merupakan peluang klasifikasi objek pada kelas ke-j,  merupakan indeks 𝑆 𝑝
𝑗

𝑗
kelas ke-j,  merupakan jumlah kelas, dan  merupakan ukuran keberagaman kelas dari suatu partisi . 𝑘 𝐺𝑖𝑛𝑖(𝑆) 𝑆

3.​ Menentukan nilai reduction in gini impurity dengan menggunakan Persamaan (3). 

 𝐺𝑖𝑛𝑖𝐺𝑎𝑖𝑛(𝐴, 𝑆) = 𝐺𝑖𝑛𝑖(𝑆) −
𝑗=1

𝑘

∑  
|𝑆

𝑗
| 

|𝑆|

 ( )𝑥 𝐺𝑖𝑛𝑖(𝑆
𝑗
) (3) 

​ ​Dimana  merupakan atribut,  merupakan jumlah data, merupakan data sampel ke-j, merupakan 𝐴 𝑆 |𝑆
𝑗
| |𝑆

 
| 

jumlah sampel data,  merupakan ukuran keberagaman kelas dari suatu partisi ,  merupakan 𝐺𝑖𝑛𝑖(𝑆) 𝑆 𝐺𝑖𝑛𝑖(𝑆
𝑗
)

ukuran keberagaman kelas dari suatu partisi  ke-j, dan  merupakan ukuran penurunan 𝑆 𝐺𝑖𝑛𝑖𝐺𝑎𝑖𝑛(𝐴, 𝑆)
keberagaman kelas dari suatu partisi  terhadap atribut . 𝑆 𝐴

4.​ Membuat akar dan cabang reduction in gini impurity tertinggi. 
5.​ Mengulangi langkah hingga semua variabel terpartisi. 
 
2.7. Algoritma AdaBoost 

Algoritma AdaBoost terdiri dari beberapa langkah, diawali dengan membangun model, membuat prediksi, 
menentukan bobot tertinggi pada klasifikasi yang salah, membangun model, dan membuat model akhir dari rata-rata 
setiap iterasi. Menurut Mienye and Y. Sun [27], langkah-langkah pengerjaan algoritma AdaBoost sebagai berikut. 
1.​ Menentukan bobot pada tiap data menggunakan Persamaan (4). 
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 𝑤
𝑖
(𝑡) = 1

𝑁

 
; 𝑖 = 1, 2, ….  𝑁 (4) 

​ ​Dimana  merupakan indeks time step (iterasi) ke-t,  merupakan indeks data ke-i,  merupakan nilai weight 𝑡 𝑖 𝑤
𝑖
(𝑡)

(bobot) data ke-i (iterasi) ke-t, dan  merupakan banyak data. 𝑁
2.​ Melatih weak learner . ℎ

𝑡
(𝑥)

3.​ Menentukan error rate menggunakan Persamaan (5). 

  ε
𝑡

= 𝑖=1

𝑁

∑ 𝑤
𝑖
(𝑡)1(ℎ

𝑡
(𝑥

𝑖
)≠𝑦

𝑖
)

𝑖=1

𝑁

∑ 𝑤
𝑖
(𝑡)

(5) 

​ ​Dimana  merupakan indeks time step (iterasi) ke-t,  merupakan error rate time step (iterasi) ke-t,  𝑡 ε
𝑡

𝑁

merupakan banyak data,  merupakan nilai weight (bobot) data ke-i (iterasi) ke-t, dan  merupakan data ke-i, 𝑤
𝑖
(𝑡) 𝑥

𝑖
 merupakan merupakan model lemah (weak learner) ke-t data ke-i, dan  merupakan kelas data ke-i. ℎ

𝑡
(𝑥

𝑖
) 𝑦

𝑖
4.​ Menentukan bobot suara menggunakan Persamaan (6). 

 α
𝑡

= 1
2 ln 𝑙𝑛 

1−ε
𝑡

ε
𝑡

( ) (6) 

​ ​Dimana  merupakan indeks time step (iterasi) ke-t,  merupakan nilai bobot suara time step (iterasi) ke-t, dan 𝑡 α
𝑡

 merupakan nilai error rate time step (iterasi) ke-t. ε
𝑡

5.​ Melakukan pembaruan untuk bobot dengan pengamatan yang salah menggunakan Persamaan (7). 

 𝑤
𝑖
(𝑡+1) = 𝑤

𝑖
(𝑡)𝑒

(α
𝑡
𝑦

𝑖
ℎ

𝑡
(𝑥))

(7) 

​ ​Dimana  merupakan indeks time step (iterasi) ke-t,  merupakan indeks data ke-i,  merupakan nilai 𝑡 𝑖 𝑤
𝑖
(𝑡+1)

weight (bobot) data ke-i (iterasi) ke-t+1,  merupakan nilai weight (bobot) data ke-i (iterasi) ke-t,  𝑤
𝑖
(𝑡) α

𝑡
merupakan nilai bobot suara time step (iterasi) ke-t,  merupakan kelas data ke-i, dan  merupakan model 𝑦

𝑖
ℎ

𝑡
(𝑥)

lemah (weak learner) ke-t. 
6.​ Melakukan prediksi pada model AdaBoost (strong learner) menggunakan Persamaan (8). 

 𝐻 𝑥( ) = 𝑠𝑖𝑔𝑛(
𝑡=1

𝑇

∑ α
𝑡
ℎ

𝑡
(𝑥)) (8) 

​ ​Dimana  merupakan model AdaBoost (strong learner),  merupakan indeks time step (iterasi) ke-t,  𝐻 𝑥( ) 𝑡 𝑇
merupakan jumlah time step (iterasi),  merupakan nilai bobot suara time step (iterasi) ke-t, dan  α

𝑡
ℎ

𝑡
(𝑥)

merupakan model lemah (weak learner) ke-t. 
7.​ Melakukan pembaruan untuk semua bobot baru dengan menormalisasi nilainya agar jumlahnya menjadi 1. 

Normalisasi dilakukan dengan membagi semua bobot baru dengan jumlah semua bobot baru. Prediksi final 
dilakukan dengan menggabungkan semua model lemah (weak learner) menjadi (strong learner). 

 
2.8. Evaluasi Kinerja 

Evaluasi kinerja merupakan kriteria spesifik yang digunakan untuk mengukur tingkat keberhasilan suatu 
pendekatan tertentu menggunakan confusion matrix [28]. Confusion matrix merupakan matriks berukuran  yang 2×2
menampilkan hasil prediksi dari metode dengan hasil sebenarnya seperti pada Table 3 [29]. 

Tabel 3. Confusion Matrix 

Kelas 
Nilai Aktual 

Positif Negatif 

Nilai Prediksi 
Positif True Positive (TP) False Positive (FP) 
Negatif False Negative (FN) True Negative (TN) 

 
Berdasarkan Tabel 3, confusion matrix terdiri dari label aktual pada baris dan label prediksi pada kolom. 

Confusion matrix mendefinisikan empat parameter yang menjadi dasar untuk menghitung metrik evaluasi kinerja, 
yaitu True Positif (TP), False Positif (FP), False Negatif (FN) , dan True Negatif (TN) [30]. TP merupakan prediksi 
benar dari hasil aktual benar. FP merupakan prediksi salah dari hasil aktual benar. FN merupakan prediksi salah dari 
hasil aktual salah. TN merupakan prediksi benar dari hasil aktual salah [31]. Ukuran evaluasi kinerja model dalam 
melakukan klasifikasi pada confusion matrix, yaitu akurasi, presisi, recall, f1-score, dan ROC-AUC. 

 
 Fajri, et. al. (Perbandingan Algoritma CART Dan AdaBoost Pada Klasifikasi Demensia)​ ​ 11 



FORMAT: Jurnal Ilmiah Teknik Informatika​ ​ E-ISSN 2722-7162 
Vol. 15, No. 1, Januari 2021, pp. 6-21​ ​ P-ISSN 2089-5615 
​  
 

Akurasi merupakan jumlah dari data prediksi positif dan negatif yang benar dibagi dengan semua prediksi [32]. 
Proses perhitungan akurasi dapat dilihat pada Persamaan (10) [23]. 

 𝐴𝑘𝑢𝑟𝑎𝑠𝑖 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁 (10) 

Presisi merupakan proporsi prediksi positif yang benar terhadap semua prediksi positif [33]. Proses perhitungan 
presisi dapat dilihat pada Persamaan (11) [34]. 

 𝑃𝑟𝑒𝑠𝑖𝑠𝑖 = 𝑇𝑃
𝑇𝑃+𝐹𝑃 (11) 

Recall merupakan proporsi prediksi positif yang benar terhadap semua aktual positif [35]. Proses perhitungan 
recall dapat dilihat pada Persamaan (12) [36]. 

 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃+𝐹𝑁 (12) 

F1-Score merupakan geometric mean antara presisi dan recall [32]. Proses perhitungan f1-score dapat dilihat 
pada Persamaan (13) [23]. 

 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2× 𝑅𝑒𝑐𝑎𝑙𝑙×𝑃𝑟𝑒𝑠𝑖𝑠𝑖
𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑠𝑖𝑠𝑖 (13) 

ROC-AUC (Receiver Operating Characteristic-Area Under the Curve) merupakan metrik evaluasi yang 
mengukur kemampuan model dalam membedakan setiap kelas [37]. 
 
3.​ HASIL DAN DISKUSI  
3.1. Implementasi Algoritma CART 

Algoritma CART bertujuan membentuk pohon keputusan yang mampu mengelompokkan atribut penyebab 
utama serta atribut pendukung yang berkontribusi terhadap terjadinya suatu kejadian. Pohon keputusan digunakan 
untuk mengidentifikasi faktor-faktor berpengaruh terhadap demensia. Tahapan awal implementasi algoritma CART 
adalah menyiapkan dataset. Dataset demensia memiliki 373 data yang terbagi menjadi 190 data nondemented, 146 
data demented, dan 37 data converted. Tahapan selanjutnya melakukan pembagian data menggunakan metode 
percentage split dan k-fold cross-validation. Percentage split pada algoritma CART membagi data menjadi dua 
bagian dengan 70% data pelatihan dan 30% data pengujian. Data pelatihan memiliki 261 data yang terbagi menjadi 
133 data nondemented, 102 data demented, dan 26 data converted. Data pelatihan mengalami ketidakseimbangan 
kelas, di mana jumlah sampel pada kelas demented dan converted lebih sedikit dibandingkan kelas demented. 
ADASYN digunakan untuk menyeimbangkan data pada setiap kelas. ADASYN meningkatkan jumlah data pelatihan 
pada algoritma CART menjadi 399 data yang terbagi menjadi 133 data nondemented, 137 data demented, dan 129 
data converted. Parameter algoritma CART yang digunakan pada percentage split adalah criterion='gini', 
max_depth=None, dan min_samples_split=3. Perhitungan algoritma CART pada percentage split diawali dengan 
menentukan nilai gini index. Hasil perhitungan gini index keseluruhan atribut sebesar 0.304 yang digunakan untuk 
menentukan nilai reduction in gini impurity. Hasil perhitungan reduction in gini impurity keseluruhan atribut sebesar 
0.151 dengan atribut CDR merupakan penyebab utama demensia. Atribut CDR menjadi akar pohon keputusan, 
sedangkan atribut lainnya menjadi cabang yang menjelaskan faktor-faktor pendukung dalam klasifikasi demensia. 
Aturan linguistik yang diperoleh dari algoritma CART menggunakan percentage split pada klasifikasi demensia 
sebagai berikut. 

1.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES <= 0.195) AND (ASF <= 
0.264) THEN NONDEMENTED  

2.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES <= 0.195) AND (ASF > 
0.264) AND (EDUC <= 0.704) AND (Age <= 0.739) AND (MMSE <= 0.962) AND (Age <= 0.355) 
THEN CONVERTED 

3.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES <= 0.195) AND (ASF > 
0.264) AND (EDUC <= 0.704) AND (Age <= 0.739) AND (MMSE <= 0.962) AND (Age > 0.355) THEN 
NONDEMENTED  

4.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES <= 0.195) AND (ASF > 
0.264) AND (EDUC <= 0.704) AND (Age <= 0.739) AND (MMSE > 0.962) THEN CONVERTED 

5.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES <= 0.195) AND (ASF > 
0.264) AND (EDUC <= 0.704) AND (Age > 0.739) THEN NONDEMENTED 

6.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES <= 0.195) AND (ASF > 
0.264) AND (EDUC > 0.704) AND (Age <= 0.487) THEN NONDEMENTED 

7.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES <= 0.195) AND (ASF > 
0.264) AND (EDUC > 0.704) AND (Age > 0.487) AND (Age <= 0.750) THEN CONVERTED 

8.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES <= 0.195) AND (ASF > 
0.264) AND (EDUC > 0.704) AND (Age > 0.487) AND (Age > 0.750) THEN NONDEMENTED 
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9.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES > 0.195) AND (MR Delay <= 
0.003) AND (MMSE <= 0.973) THEN NONDEMENTED 

10.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES > 0.195) AND (MR Delay <= 
0.003) AND (MMSE > 0.973) AND (SES <= 0.218) AND (nWBV <= 0.391) AND (nWBV <= 0.311) 
THEN NONDEMENTED 

11.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES > 0.195) AND (MR Delay <= 
0.003) AND (MMSE > 0.973) AND (SES <= 0.218) AND (nWBV <= 0.391) AND (nWBV > 0.311) 
THEN CONVERTED 

12.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES > 0.195) AND (MR Delay <= 
0.003) AND (MMSE > 0.973) AND (SES <= 0.218) AND (nWBV > 0.391) THEN NONDEMENTED 

13.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES > 0.195) AND (MR Delay <= 
0.003) AND (MMSE > 0.973) AND (SES > 0.218) AND (Age <= 0.228) AND (Age <= 0.105) THEN 
NONDEMENTED 

14.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES > 0.195) AND (MR Delay <= 
0.003) AND (MMSE > 0.973) AND (SES > 0.218) AND (Age <= 0.228) AND (Age > 0.105) THEN 
CONVERTED 

15.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES > 0.195) AND (MR Delay <= 
0.003) AND (MMSE > 0.973) AND (SES > 0.218) AND (Age > 0.228) AND (SES <= 0.363) THEN 
CONVERTED 

16.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES > 0.195) AND (MR Delay <= 
0.003) AND (MMSE > 0.973) AND (SES > 0.218) AND (Age > 0.228) AND (SES > 0.363) AND (ASF 
<= 0.495) AND (EDUC <= 0.471) THEN CONVERTED 

17.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES > 0.195) AND (MR Delay <= 
0.003) AND (MMSE > 0.973) AND (SES > 0.218) AND (Age > 0.228) AND (SES > 0.363) AND (ASF 
<= 0.495) AND (EDUC > 0.471) THEN NONDEMENTED 

18.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES > 0.195) AND (MR Delay <= 
0.003) AND (MMSE > 0.973) AND (SES > 0.218) AND (Age > 0.228) AND (SES > 0.363) AND (ASF > 
0.495) THEN NONDEMENTED 

19.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit <= 0.229) AND (SES > 0.195) AND (MR Delay > 
0.003) THEN CONVERTED 

20.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit > 0.229) AND (MMSE <= 0.846) THEN 
CONVERTED 

21.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit > 0.229) AND (MMSE > 0.846) AND (MR Delay 
<= 0.145) THEN CONVERTED 

22.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit > 0.229) AND (MMSE > 0.846) AND (MR Delay > 
0.145) AND (Age <= 0.697) THEN NONDEMENTED 

23.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit > 0.229) AND (MMSE > 0.846) AND (MR Delay > 
0.145) AND (Age > 0.697) AND (Age <= 0.750) AND (SES <= 0.300) THEN CONVERTED 

24.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit > 0.229) AND (MMSE > 0.846) AND (MR Delay > 
0.145) AND (Age > 0.697) AND (Age <= 0.750) AND (SES > 0.300) THEN NONDEMENTED 

25.​ IF (CDR <= 0.249) AND (CDR <= 0.005) AND (Visit > 0.229) AND (MMSE > 0.846) AND (MR Delay > 
0.145) AND (Age > 0.697) AND (Age > 0.750) THEN NONDEMENTED 

26.​ IF (CDR <= 0.249) AND (CDR > 0.005) THEN CONVERTED 
27.​ IF (CDR > 0.249) AND (MR Delay <= 0.334) AND (MR Delay <= 0.257) AND (ASF <= 0.131) AND 

(ASF <= 0.089) THEN DEMENTED 
28.​ IF (CDR > 0.249) AND (MR Delay <= 0.334) AND (MR Delay <= 0.257) AND (ASF <= 0.131) AND 

(ASF > 0.089) THEN NONDEMENTED 
29.​ IF (CDR > 0.249) AND (MR Delay <= 0.334) AND (MR Delay <= 0.257) AND (ASF > 0.131) AND (Age 

<= 0.145) AND (ASF <= 0.498) THEN DEMENTED 
30.​ IF (CDR > 0.249) AND (MR Delay <= 0.334) AND (MR Delay <= 0.257) AND (ASF > 0.131) AND (Age 

<= 0.145) AND (ASF > 0.498) THEN CONVERTED 
31.​ IF (CDR > 0.249) AND (MR Delay <= 0.334) AND (MR Delay <= 0.257) AND (ASF > 0.131) AND (Age 

> 0.145) THEN DEMENTED 
32.​ IF (CDR > 0.249) AND (MR Delay <= 0.334) AND (MR Delay > 0.257) AND (Age <= 0.578) AND 

(MMSE <= 0.993) THEN DEMENTED 
33.​ IF (CDR > 0.249) AND (MR Delay <= 0.334) AND (MR Delay > 0.257) AND (Age <= 0.578) AND 

(MMSE > 0.993) THEN CONVERTED 
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34.​ IF (CDR > 0.249) AND (MR Delay <= 0.334) AND (MR Delay > 0.257) AND (Age > 0.578) AND (M/F 
<= 0.500) THEN CONVERTED 

35.​ IF (CDR > 0.249) AND (MR Delay <= 0.334) AND (MR Delay > 0.257) AND (Age > 0.578) AND (M/F 
> 0.500) AND (EDUC <= 0.706) THEN DEMENTED 

36.​ IF (CDR > 0.249) AND (MR Delay <= 0.334) AND (MR Delay > 0.257) AND (Age > 0.578) AND (M/F 
> 0.500) AND (EDUC > 0.706) THEN CONVERTED 

37.​ IF (CDR > 0.249) AND (MR Delay > 0.334) AND (SES <= 0.500) AND (ASF <= 0.238) THEN 
DEMENTED 

38.​ IF (CDR > 0.249) AND (MR Delay > 0.334) AND (SES <= 0.500) AND (ASF > 0.238) AND (Age <= 
0.303) THEN DEMENTED 

39.​ IF (CDR > 0.249) AND (MR Delay > 0.334) AND (SES <= 0.500) AND (ASF > 0.238) AND (Age > 
0.303) AND (MMSE <= 0.814) THEN CONVERTED 

40.​ IF (CDR > 0.249) AND (MR Delay > 0.334) AND (SES <= 0.500) AND (ASF > 0.238) AND (Age > 
0.303) AND (MMSE > 0.814) THEN CONVERTED 

41.​ IF (CDR > 0.249) AND (MR Delay > 0.334) AND (SES > 0.500) AND (MR Delay <= 0.404) THEN 
NONDEMENTED 

42.​ IF (CDR > 0.249) AND (MR Delay > 0.334) AND (SES > 0.500) AND (MR Delay > 0.404) THEN 
DEMENTED 

 
K-fold cross-validation mengelompokkan data menjadi beberapa kelompok secara acak dan validasi dilakukan 

sebanyak 10 kali. K-fold cross-validation pada algoritma CART menggunakan 1 kelompok data menjadi data 
pengujian dan 9 kelompok data lainnya menjadi data pengujian yang dilakukan berulang pada setiap kelompok data. 
Data pelatihan memiliki 335 data yang terbagi menjadi 171 data nondemented, 131 data demented, dan 33 data 
converted. Data pelatihan mengalami ketidakseimbangan kelas, di mana jumlah sampel pada kelas demented dan 
converted lebih sedikit dibandingkan kelas demented. ADASYN digunakan untuk menyeimbangkan data pada setiap 
kelas. ADASYN meningkatkan jumlah data pelatihan pada algoritma CART menjadi 508 data yang terbagi menjadi 
171 data nondemented, 168 data demented, dan 169 data converted. Parameter algoritma CART yang digunakan 
pada k-fold cross-validation adalah criterion='gini', max_depth=5, dan min_samples_split=25. Perhitungan 
algoritma CART pada k-fold cross-validation diawali dengan menentukan nilai gini index. Hasil perhitungan gini 
index keseluruhan atribut sebesar 0.201 yang digunakan untuk menentukan nilai reduction in gini impurity. Hasil 
perhitungan reduction in gini impurity keseluruhan atribut sebesar 0.058 dengan atribut CDR merupakan penyebab 
utama demensia. Atribut CDR menjadi akar pohon keputusan, sedangkan atribut lainnya menjadi cabang yang 
menjelaskan faktor-faktor pendukung dalam klasifikasi demensia. Aturan linguistik yang diperoleh dari algoritma 
CART menggunakan k-fold cross-validation pada klasifikasi demensia sebagai berikut. 

1.​ IF (CDR <= 0.003) AND (Visit <= 0.237) AND (Visit <= 0.002) AND (SES <= 0.179) AND (SES <= 
0.003) THEN NONDEMENTED 

2.​ IF (CDR <= 0.003) AND (Visit <= 0.237) AND (Visit <= 0.002) AND (SES <= 0.179) AND (SES > 0.003) 
THEN CONVERTED 

3.​ IF (CDR <= 0.003) AND (Visit <= 0.237) AND (Visit <= 0.002) AND (SES > 0.179) AND (MMSE <= 
0.963) THEN NONDEMENTED 

4.​ IF (CDR <= 0.003) AND (Visit <= 0.237) AND (Visit <= 0.002) AND (SES > 0.179) AND (MMSE > 
0.963) THEN NONDEMENTED 

5.​ IF (CDR <= 0.003) AND (Visit <= 0.237) AND (Visit > 0.002) THEN CONVERTED 
6.​ IF (CDR <= 0.003) AND (Visit > 0.237) AND (MMSE <= 0.876) THEN CONVERTED 
7.​ IF (CDR <= 0.003) AND (Visit > 0.237) AND (MMSE > 0.876) AND (Age <= 0.697) AND (eTIV <= 

0.225) THEN NONDEMENTED 
8.​ IF (CDR <= 0.003) AND (Visit > 0.237) AND (MMSE > 0.876) AND (Age <= 0.697) AND (eTIV > 

0.225) THEN NONDEMENTED 
9.​ IF (CDR <= 0.003) AND (Visit > 0.237) AND (MMSE > 0.876) AND (Age > 0.697) THEN 

NONDEMENTED 
10.​IF (CDR > 0.003) AND (MR Delay <= 0.272) AND (CDR <= 0.248) THEN CONVERTED 
11.​IF (CDR > 0.003) AND (MR Delay <= 0.272) AND (CDR > 0.248) AND (MR Delay <= 0.257) AND 

(Visit <= 0.375) THEN DEMENTED 
12.​IF (CDR > 0.003) AND (MR Delay <= 0.272) AND (CDR > 0.248) AND (MR Delay <= 0.257) AND 

(Visit > 0.375) THEN DEMENTED 
13.​IF (CDR > 0.003) AND (MR Delay <= 0.272) AND (CDR > 0.248) AND (MR Delay > 0.257) THEN 

DEMENTED 
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14.​IF (CDR > 0.003) AND (MR Delay > 0.272) AND (SES <= 0.542) AND (ASF <= 0.242) THEN 
DEMENTED 

15.​IF (CDR > 0.003) AND (MR Delay > 0.272) AND (SES <= 0.542) AND (ASF > 0.242) AND (Age <= 
0.307) THEN DEMENTED 

16.​IF (CDR > 0.003) AND (MR Delay > 0.272) AND (SES <= 0.542) AND (ASF > 0.242) AND (Age > 
0.307) THEN CONVERTED 

17.​IF (CDR > 0.003) AND (MR Delay > 0.272) AND (SES > 0.542) AND (nWBV <= 0.693) THEN 
DEMENTED 

18.​IF (CDR > 0.003) AND (MR Delay > 0.272) AND (SES > 0.542) AND (nWBV > 0.693) THEN 
CONVERTED 

 
Pengujian data pada algoritma CART menggunakan percentage split dan k-fold cross-validation memperoleh 

klasifikasi demensia berdasarkan atribut paling berpengaruh pada aturan linguistik. Hasil pengujian pada algoritma 
CART ditampilkan dalam bentuk confusion matrix yang digunakan untuk menentukan nilai akurasi, presisi, recall, 
f1-score, dan ROC-AUC. Confusion matrix algoritma CART menggunakan percentage split dan k-fold 
cross-validation dapat dilihat pada Tabel 4. 

 
Tabel 4. Confusion Matrix pada Algoritma CART menggunakan Percentage Split dan K-Fold Cross-validation 

Kelas 
Nilai Aktual 

Converted Demented Nondemented 

Nilai Prediksi dengan 
Percentage Split 

Converted 3 2 6 
Demented 3 41 0 

Nondemented 4 0 53 

Nilai Prediksi dengan K-Fold 
Cross-validation 

Converted 16 6 15 
Demented 7 139 0 

Nondemented 18 2 170 
 

Berdasarkan Tabel 4, hasil confusion matrix menunjukkan performa algoritma CART menggunakan percentage 
split dan k-fold cross-validation dalam mengklasifikasikan tiga kelas, yaitu converted, demented, dan nondemented. 
Algoritma CART menggunakan percentage split memprediksi 112 data. Algoritma CART menggunakan percentage 
split memprediksi 97 data benar yang terbagi menjadi 3 data converted, 41 data demented, dan 53 data nondemented. 
Algoritma CART menggunakan percentage split memprediksi 15 data salah yang terbagi menjadi 7 data converted 
yang diprediksi sebagai 3 data demented dan 4 data nondemented, 2 data demented yang diprediksi sebagai 
converted, serta 6 data nondemented yang diprediksi sebagai converted. Algoritma CART menggunakan k-fold 
cross-validation memprediksi 373 data. Algoritma CART menggunakan k-fold cross-validation memprediksi 325 
data benar yang terbagi menjadi 16 data converted, 139 data demented, dan 170 data nondemented. Algoritma 
CART menggunakan k-fold cross-validation memprediksi 48 data salah yang terbagi menjadi 25 data converted 
yang diprediksi sebagai 7 data demented dan 18 data nondemented, 8 data demented yang diprediksi sebagai 6 data 
converted dan 2 data nondemented, serta 15 data nondemented yang diprediksi sebagai converted. 
 
3.2. Implementasi Algoritma AdaBoost 

Implementasi algoritma AdaBoost diawali dengan menyiapkan dataset. Dataset demensia memiliki 373 data 
yang terbagi menjadi 190 data nondemented, 146 data demented, dan 37 data converted. Tahapan selanjutnya 
melakukan pembagian data menggunakan metode percentage split dan k-fold cross-validation. Percentage split pada 
algoritma AdaBoost membagi data menjadi dua bagian dengan 70% data pelatihan dan 30% data pengujian. Data 
pelatihan memiliki 261 data yang terbagi menjadi 133 data nondemented, 102 data demented, dan 26 data converted. 
Data pelatihan mengalami ketidakseimbangan kelas, di mana jumlah sampel pada kelas demented dan converted 
lebih sedikit dibandingkan kelas demented. ADASYN digunakan untuk menyeimbangkan data pada setiap kelas. 
ADASYN meningkatkan jumlah data pelatihan pada algoritma AdaBoost menjadi 399 data yang terbagi menjadi 
133 data nondemented, 137 data demented, dan 129 data converted. Parameter AdaBoost yang digunakan pada 
percentage split adalah n_estimators=200 dan learning_rate=0.5. K-fold cross-validation mengelompokkan data 
menjadi beberapa kelompok secara acak dan validasi dilakukan sebanyak 10 kali. K-fold cross-validation pada 
algoritma AdaBoost menggunakan 1 kelompok data menjadi data pengujian dan 9 kelompok data lainnya menjadi 
data pengujian yang dilakukan berulang pada setiap kelompok data. Data pelatihan memiliki 335 data yang terbagi 
menjadi 171 data nondemented, 131 data demented, dan 33 data converted. Data pelatihan mengalami 
ketidakseimbangan kelas, di mana jumlah sampel pada kelas demented dan converted lebih sedikit dibandingkan 
kelas demented. ADASYN digunakan untuk menyeimbangkan data pada setiap kelas. ADASYN meningkatkan 
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jumlah data pelatihan pada algoritma AdaBoost menjadi 508 data yang terbagi menjadi 171 data nondemented, 168 
data demented, dan 169 data converted. Parameter AdaBoost yang digunakan pada k-fold cross-validation adalah 
n_estimators=100 dan learning_rate=0.5. Pengujian data pada algoritma AdaBoost menggunakan percentage split 
dan k-fold cross-validation memperoleh klasifikasi demensia berdasarkan atribut paling berpengaruh pada aturan 
linguistik. Hasil pengujian pada algoritma AdaBoost ditampilkan dalam bentuk confusion matrix yang digunakan 
untuk menentukan nilai akurasi, presisi, recall, f1-score, dan ROC-AUC. Confusion matrix algoritma AdaBoost 
menggunakan percentage split dan k-fold cross-validation dapat dilihat pada Tabel 5. 

 
Tabel 5. Confusion Matrix pada Algoritma AdaBoost menggunakan Percentage Split dan K-Fold 

Cross-validation 

Kelas 
Nilai Aktual 

Converted Demented Nondemented 

Nilai Prediksi dengan 
Percentage split 

Converted 5 2 4 
Demented 3 41 0 

Nondemented 2 0 55 

Nilai Prediksi dengan K-Fold 
Cross-validation 

Converted 17 8 12 
Demented 4 142 0 

Nondemented 2 2 186 
 

Berdasarkan Tabel 5, hasil confusion matrix menunjukkan performa algoritma AdaBoost menggunakan 
percentage split dan k-fold cross-validation dalam mengklasifikasikan tiga kelas, yaitu converted, demented, dan 
nondemented. Algoritma AdaBoost menggunakan percentage split memprediksi 112 data. Algoritma AdaBoost 
menggunakan percentage split memprediksi 101 data benar yang terbagi menjadi 5 data converted, 41 data 
demented, dan 55 data nondemented. Algoritma AdaBoost menggunakan percentage split memprediksi 11 data salah 
yang terbagi menjadi 5 data converted yang diprediksi sebagai 3 data demented dan 2 data nondemented, 2 data 
demented yang diprediksi sebagai converted, serta 4 data nondemented yang diprediksi sebagai converted. 
Algoritma AdaBoost menggunakan k-fold cross-validation memprediksi 373 data. Algoritma AdaBoost 
menggunakan k-fold cross-validation memprediksi 345 data benar yang terbagi menjadi 17 data converted, 142 data 
demented, dan 186 data nondemented. Algoritma AdaBoost menggunakan k-fold cross-validation memprediksi 28 
data salah yang terbagi menjadi 6 data converted yang diprediksi sebagai 4 data demented dan 2 data nondemented, 
10 data demented yang diprediksi sebagai 8 data converted dan 2 data nondemented, serta 12 data nondemented 
yang diprediksi sebagai converted. 
 
3.3. Perbandingan Kedua Algoritma 

Perbandingan kedua algoritma dilakukan untuk mengevaluasi kinerja CART dan AdaBoost pada klasifikasi 
demensia. Evaluasi kinerja dilakukan untuk mengukur hasil pengujian data berdasarkan nilai akurasi, presisi, recall, 
f1-score, dan ROC-AUC yang diperoleh dari penerapan algoritma CART dan AdaBoost menggunakan percentage 
split dan k-fold cross-validation. 
 
3.3.1. Perbandingan Hasil Percentage Split 

Perbandingan hasil kinerja algoritma CART dan AdaBoost menggunakan percentage split dilakukan untuk 
menilai performa model berdasarkan metrik akurasi, presisi, recall, f1-score, dan ROC-AUC. Hasil pengujian 
menggunakan percentage split bertujuan untuk menilai algoritma yang paling efektif digunakan pada klasifikasi 
demensia. Perbandingan hasil evaluasi kinerja pada algoritma CART dan AdaBoost menggunakan percentage split 
dapat dilihat pada Tabel 6. 

 
Tabel 6. Perbandingan Hasil Evaluasi Kinerja pada Algoritma CART dan AdaBoost menggunakan Percentage 

Split 
Algoritma Akurasi Presisi Recall F1-Score ROC-AUC 

CART  86. 61%  86. 12%  86. 61%  86. 34%  90. 06%
AdaBoost  90. 18%  89. 81%  90. 17%  89. 96%  96. 65%

 
Berdasarkan Tabel 6, hasil evaluasi kinerja pada kedua algoritma menggunakan percentage split menunjukkan 

algoritma AdaBoost memiliki nilai tertinggi untuk akurasi, presisi, recall, f1-score, dan ROC-AUC masing-masing 
sebesar 90.18%, 89.81%, 90.17%, 89.96%, dan 96.65%. AdaBoost menunjukkan performa yang lebih baik dari 
CART menggunakan percentage split dengan selisih nilai evaluasi diantara kedua algoritma 3% hingga 6%. Hasil 
perbandingan percentage split menunjukkan bahwa AdaBoost memberikan prediksi yang lebih baik dari CART. 
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Evaluasi kinerja lainnya adalah mengukur Receiver Operating Characteristic (ROC) dan Area Under the Curve 
(AUC). Perbandingan grafik ROC-AUC pada Algoritma CART dan AdaBoost menggunakan percentage split dapat 
dilihat pada Gambar 2. 

 

 
Gambar 2. Perbandingan Grafik ROC-AUC pada Algoritma CART dan AdaBoost menggunakan Percentage Split 

 
Berdasarkan Gambar 2, perbandingan grafik ROC-AUC pada kedua algoritma menggunakan percentage split 

menunjukkan algoritma AdaBoost mencapai hasil terbaik AUC pada weighted-average, micro-average, 
macro-average, kelas 0, kelas 1, kelas 2 masing-masing sebesar 96.65%, 97.88%, 93.90%, 82.63%, 99.03%, dan 
97.51%. AdaBoost menunjukkan performa yang lebih baik dari CART menggunakan percentage split dengan selisih 
nilai setiap AUC diantara kedua algoritma 2% hingga 22%. Hasil ini menunjukkan bahwa algoritma AdaBoost 
mampu memperbaiki kelemahan CART dalam menghadapi data menyimpang dan meningkatkan stabilitas prediksi 
melalui ensemble weighting. 
 
3.3.2. Perbandingan Hasil K-Fold Cross-validation 

Perbandingan hasil kinerja algoritma CART dan AdaBoost menggunakan k-fold cross-validation dilakukan 
untuk menilai performa model berdasarkan metrik akurasi, presisi, recall, f1-score, dan ROC-AUC. Hasil pengujian 
menggunakan k-fold cross-validation bertujuan untuk menilai algoritma yang paling efektif digunakan pada 
klasifikasi demensia. Perbandingan hasil evaluasi kinerja pada algoritma CART dan AdaBoost menggunakan k-fold 
cross-validation dapat dilihat pada Tabel 7. 

 
Tabel 7. Perbandingan Hasil Evaluasi Kinerja pada Algoritma CART dan AdaBoost menggunakan K-Fold 

Cross-validation 
Algoritma Akurasi Presisi Recall F1-Score ROC-AUC 

CART  87. 15%  88. 20%  87. 15%  87. 18%  94. 93%
AdaBoost  92. 52%  92. 11%  92. 52%  91. 46%  96. 85%

 
Berdasarkan Tabel 7, hasil evaluasi kinerja pada kedua algoritma menggunakan k-fold cross-validation 

menunjukkan algoritma AdaBoost memiliki nilai tertinggi untuk akurasi, presisi, recall, f1-score, dan ROC-AUC 
masing-masing sebesar 92.52%, 92.11%, 92.52%, 91.46%, dan 96.85%. AdaBoost menunjukkan performa yang 
lebih baik dari CART menggunakan k-fold cross-validation dengan selisih nilai evaluasi diantara kedua algoritma 
1% hingga 5%. Hasil perbandingan k-fold cross-validation menunjukkan bahwa AdaBoost memberikan prediksi 
yang lebih baik dari CART. Perbandingan grafik ROC-AUC pada Algoritma CART dan AdaBoost menggunakan 
k-fold cross-validation dapat dilihat pada Gambar 3. 
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Gambar 3. Perbandingan Grafik ROC-AUC pada Algoritma CART dan AdaBoost menggunakan K-Fold 

Cross-Validation 
 

Berdasarkan Gambar 3, perbandingan grafik ROC-AUC pada kedua algoritma menggunakan k-fold 
cross-validation menunjukkan algoritma AdaBoost mencapai hasil terbaik AUC pada weighted-average, 
micro-average, macro-average, kelas 0, kelas 1, kelas 2 masing-masing sebesar 96.85%, 99.67%, 99.45%, 99.70%, 
100%, dan 97.14%. AdaBoost menunjukkan performa yang lebih baik dari CART menggunakan k-fold 
cross-validation dengan selisih nilai setiap AUC diantara kedua algoritma 0% hingga 20%. Hasil ini menunjukkan 
bahwa algoritma AdaBoost mampu memperbaiki kelemahan CART dalam menghadapi data menyimpang dan 
meningkatkan stabilitas prediksi melalui ensemble weighting. 
 
3.3.3. Analisis dan Interpretasi Hasil 

Analisis dan interpretasi hasil dilakukan perbandingan evaluasi kinerja model pada klasifikasi demensia dengan 
penelitian terdahulu. Perbandingan hasil evaluasi kinerja pada metode yang diusulkan dengan penelitian terdahulu 
dapat dilihat pada Tabel 8. 

 
Tabel 8. Perbandingan Hasil Evaluasi Kinerja pada Metode yang Diusulkan dengan Penelitian Terdahulu 

Metode 
Hasil (%) 

Akurasi Presisi Recall F1-Score ROC-AUC 

SVM (Neelaveni and Devasana, 2020) [38] 85 - - - - 

Random Forest (Vuddanti et al., 2024) [39] 90.6 - - - - 

SVM-Fine-Tuning (Antor et al., 2024) [40] 92 - 91.89 - 91.99 

XGBoost (Kavitha et al., 2022) [41] 85.92 85 83 85 - 
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AdaBoost-ADASYN-K-Fold 
Cross-validation (Penelitian yang 
diusulkan) 

92.52 92.11 92.52 91.46 96.85 

 
Berdasarkan Tabel 8, perbandingan hasil kinerja dari metode yang diusulkan dengan beberapa metode lain 

menggunakan dataset OASIS pada klasifikasi demensia. Penelitian (Neelaveni and Devasana, 2020; Vuddanti et al., 
2024) [38], [39] hanya menghitung nilai evalusi performa akurasi. Penelitian (Kavitha et al., 2022) [41] tidak 
menghitung nilai evaluasi performa ROC-AUC. Penelitian (Antor et al., 2024) [40] menghasilkan nilai akurasi dan 
recall paling baik dibandingkan penelitian terdahulu lainnya, namun tidak mengukur presisi dan f1-score. Hasil 
akurasi, presisi, recall, f1-score, dan ROC-AUC pada metode yang diusulkan dalam penelitian ini menunjukkan 
kinerja yang lebih unggul dibandingkan metode yang digunakan pada penelitian lain, yaitu diatas 90%. Hasil akurasi 
menunjukkan kinerja algoritma AdaBoost yang sangat baik dalam memprediksi seluruh demensia dengan benar. 
Hasil presisi menunjukkan kinerja algoritma AdaBoost yang sangat baik dalam memprediksi demensia dengan 
tingkat kesalahan yang rendah. Hasil recall menunjukkan kinerja algoritma AdaBoost yang sangat baik dalam 
memprediksi sebagian besar demensia dengan benar. Hasil f1-score mengindikasikan bahwa algoritma AdaBoost 
memiliki presisi dan recall yang seimbang. Hasil ROC-AUC menunjukkan kinerja algoritma AdaBoost yang sangat 
baik dalam membedakan tiga kelas demensia, yaitu nondemented, demented, dan converted. 
 
4.​ KESIMPULAN 

Penelitian ini membandingkan algoritma CART dan AdaBoost pada klasifikasi demensia. Hasil evaluasi kinerja 
pada algoritma AdaBoost menggunakan ADASYN dan k-fold cross-validation memiliki nilai tertinggi untuk 
akurasi, presisi, recall, f1-score, dan ROC-AUC. Hasil kinerja algoritma AdaBoost berdasarkan pada akurasi, 
presisi, recall, f1-score, dan ROC-AUC semuanya di atas 90%. Secara keseluruhan pengukuran menunjukkan 
performa AdaBoost pada klasifikasi demensia lebih unggul dibandingkan metode yang digunakan pada penelitian 
lain. Hasil penelitian menunjukkan keunggulan penggunaan ensemble learning dalam deteksi dini demensia berbasis 
data kesehatan. Penelitian ini dapat dikembangkan lebih lanjut dengan memperluas dataset, menambahkan fitur 
MRI, dan menguji algoritma berbasis deep learning untuk peningkatan performa. 
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