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ABSTRAK
Sistem keamanan CCTV konvensional umumnya hanya berfungsi sebagai perekam pasif tanpa kemampuan
analisis otomatis, yang menyebabkan keterlambatan deteksi karena proses identifikasi dilakukan secara
manual. Keterbatasan ini menimbulkan latensi tinggi dan akurasi deteksi yang rendah, sehingga menjadi
masalah krusial dalam kebutuhan keamanan modern. System keamanan yang baik dapat mencegah tindak
kejahatan yang bisa merugikan penghuni rumah baik fisik maupun materiil. Penelitian ini mengusulkan
pengembangan sistem keamanan cerdas berbasis Internet Of Things (IoT) dengan integrasi deteksi wajah
menggunakan YOLOv8 dan pengenalan wajah FaceNet menggunakan modul ESP32-CAM. Sistem ini
dirancang untuk mendeteksi wajah secara real-time, identifikasi individu secara otomatis, serta pengiriman
notifikasi instan melalui Telegram ketika terdeteksi wajah yang tidak dikenal. Metode penelitian ini
meliputi perancangan arsitektur IoT, pengambilan dataset wajah, preprocessing menggunakan MTCNN,
FaceNet untuk menghasilkan facial embeddings, serta implementasi YOLOv8 sebagai detektor wajah
real-time. Evaluasi kinerja pengenalan wajah dilakukan dengan menerapkan metode 5-fold cross-validation
pada dataset embedding FaceNet menggunakan pengklasifikasi k-NN. Hasil eksperimen menunjukan
bahwa sistem mampu mendeteksi wajah dengan tingkat respon tinggi dan mengenali individu dengan
akurasi yang konsisten pada pencahayaan dan jarak bervariasi. Hasil pengujian training rata-rata accuracy
Top-1 mencapai 0.96 dan rata-rata accuracy Top-5 sebesar 0.99, YOLOv8 menunjukkan kemampuan
deteksi wajah yang akurat dan cepat dengan waktu respon 1,86 detik pada server berbasis CPU Intel Core
i5 dan GPU Intel UHD Graphics 620. Performa pengujian akurasi FaceNet dengan pengklasifikasi k-NN
menghasilkan akurasi 99.35%, presisi 99,35%, recall 98,94%, Fl1-score 99,11%, dan FPR (False Positive
Rate) 0,08%, hal ini menunjukkan bahwa sistem memiliki akurasi pengenalan wajah yang sangat tinggi dan
konsisten. Sistem yang dikembangkan mampu memberikan peringatan instan kepada pengguna melalui
Telegram saat terdeteksi wajah yang tidak dikenal, sehingga meningkatkan waktu respons terhadap potensi
ancaman. Dengan performa yang stabil dan tangguh serta biaya implementasi yang rendah, sistem ini
menawarkan solusi keamanan modern yang lebih adaptif, proaktif, efektif, dan efisien dibandingkan CCTV

konvensional.
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1. PENDAHULUAN

Keamanan merupakan aspek penting dalam berbagai lingkungan seperti rumah, kantor, maupun fasilitas
publik. Sistem pengawasan berbasis Closed Circuit Television (CCTV) telah lama digunakan untuk memantau
aktivitas manusia, namun sebagian besar sistem tersebut masih bersifat pasif dan membutuhkan pengawasan
manual, tanpa kemampuan analisis otomatis. Kondisi ini menyebabkan efektivitas pengawasan menjadi terbatas,
terutama ketika dibutuhkan respons cepat terhadap objek atau individu tertentu. Selain itu, sistem CCTV
konvensional memiliki kelemahan utama berupa latensi tinggi dan akurasi rendah karena tidak adanya pemrosesan
pengenalan otomatis atau kecerdasan artifisial secara langsung. Hal ini membuat deteksi ancaman sering terlambat
dan tidak adaptif terhadap kondisi lingkungan.

Perkembangan Internet Of Things (IoT) dan Artificial Intelligence (Al), khususnya Deep Learning, telah
membuka peluang untuk mengembangkan sistem keamanan yang lebih cerdas dan responsif. Teknologi deteksi
objek dan pengenalan wajah kini dapat bekerja secara real-time dengan tingkat akurasi yang tinggi. Beberapa
penelitian sebelumnya telah memanfaatkan ESP32-CAM sebagai perangkat pemantau berbasis [oT, namun sebagian
besar masih terbatas pada fungsi streaming atau deteksi sederhana tanpa integrasi penuh algoritma deteksi modern
seperti YOLO (You Only Look Once) dan metode pengenalan wajah berbasis deep learning [1][2]. Penelitian lain
juga menunjukan bahwa kemampuan pengenalan wajah akan meningkat signifikan ketika menggunakan model
berbasis embedding seperti FaceNet, dibandingkan metode konvensional [3].

FaceNet adalah deep embedding model yang menghasilkan representasi wajah di ruang vektor yang sangat
efisien untuk face recognition, dan telah mencapai state-of-the-art akurasi pada benchmark dikenal seperti LFW
(Labeled Faces in the Wild) [4]. FaceNet memiliki representasi yang jauh lebih kuat daripada metode
deteksi/klasifikasi klasik seperti Haar Cascade atau LBPH (Local Binary Pattern Histogram), yang biasanya hanya
berbasis hand-crafted features dan cenderung kurang tahan terhadap kondisi variatif (pose, pencahayaan, occlusion).
Studi yang dilakukan oleh [5] Haar dan YOLOv8 menjadi pilihan paling sesuai karena menawarkan keseimbangan
antara akurasi, efisiensi, dan ukuran model. Haar ideal untuk skenario yang mengutamakan akurasi di lingkungan
terkontrol, sedangkan YOLOv8 unggul dalam aplikasi real-time. Studi tersebut juga menegaskan pentingnya ukuran
model untuk penerapan pada perangkat dengan sumber daya komputasi terbatas, dengan YOLOv8 muncul sebagai
pilihan yang menarik berkat ukurannya yang ringkas dan akurasinya yang tinggi. Pada penelitian lain metode
FaceNet menunjukkan kinerja terbaik dengan akurasi tertinggi dan FPR terendah melampaui Haar Cascade dan
OpenFace pada dataset LFW dan FRGC (Face Recognition Grand Challenge), sehingga menjadikannya pilihan
paling tepat untuk aplikasi yang membutuhkan pengenalan wajah yang akurat dan andal [6]. Studi lain menyebutkan
bahwa model YOLOVS seringkali mampu mempertahankan akurasi tinggi, menjalankan deteksi real-time dengan
FPS (Frames Per Second) tinggi, memiliki footprint komputasi yang lebih terkendali dibanding model lain yang
lebih kompleks. Performa YOLOv8n mencapai 94% precision, 92% recall, dan 92.9% F1-score, unggul
dibandingkan MobileNetSSD yang tercatat di 85.2% pada Fl-score [7]. Selanjutnya melalui studi yang dilakukan
oleh [8] CNN/FaceNet secara konsisten mengungguli metode tradisional pada tolok ukur standar. Model deep
learning juga sering menggabungkan face detection + embedding untuk real-world performance.

Meskipun metode deteksi dan pengenalan wajah klasik seperti Haar Cascade + LBPH atau MobileNet SSD
bersifat ringan dan memiliki biaya komputasi yang rendah, metode tersebut sering menunjukkan tingkat
ketangguhan dan akurasi yang lebih rendah pada lingkungan tidak terkontrol dengan variasi pose, pencahayaan, atau
oklusi. Sebaliknya, model deep learning seperti YOLOvVS dan FaceNet telah terbukti mencapai kinerja yang secara
konsisten lebih tinggi pada tolok ukur standar, di mana YOLOv8 menawarkan keseimbangan yang baik antara
kecepatan inferensi dan akurasi deteksi, serta FaceNet mencapai kinerja pengenalan yang mendekati state-of-the-art
(akurasi mencapai 99% pada dataset LFW). Sehingga kombinasi model yang dipilih memberikan kinerja real-time
yang unggul sekaligus tetap layak untuk diterapkan pada sistem loT dengan sumber daya terbatas.

Namun demikian, sebagian besar penelitian terdahulu umumnya hanya menggabungkan satu jenis model,
misalnya hanya pengenalan wajah tanpa deteksi objek real-time, atau hanya deteksi objek tanpa identifikasi wajah
secara individual. Hampir tidak ada penelitian yang mengintegrasikan algoritma YOLO sebagai face detection
bersama model FaceNet sebagai face recognition dalam satu sistem keamanan CCTV berbasis IoT menggunakan
ESP32-CAM. Padahal kombinasi kedua metode tersebut berpotensi menghasilkan sistem keamanan yang jauh lebih
akurat, cepat, dan efisien pada kondisi lingkup nyata. Selain itu, sebagian penelitian sebelumnya mencoba
melakukan pemrosesan langsung di perangkat (edge processing), namun ESP32-CAM memiliki kapasitas memori
dan kemampuan komputasi yang relatif rendah sehingga tidak cocok untuk menjalankan model deep learning besar
seperti YOLOVS dan FaceNet tanpa optimasi perangkat eksternal [9]. Oleh karena itu, arsitektur client-server yang
memindahkan proses inferensi ke server Python merupakan solusi yang lebih memungkinkan, sekaligus
memberikan fleksibilitas dalam pengelolaan data, peningkatan model, dan tampilan monitoring.

Penelitian ini mengusulkan pengembangan sistem keamanan CCTV cerdas berbasis ESP32-CAM yang
mengintegrasikan algoritma YOLOV8 untuk deteksi wajah secara real-time dan FaceNet untuk pengenalan identitas
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wajah. Sistem dikombinasikan dengan server Python untuk memproses citra, menampilkan hasil deteksi melalui
web dashboard, serta mengirimkan notifikasi otomatis Telegram apabila terdeteksi wajah yang tidak dikenal, untuk
meningkatkan respons terhadap potensi ancaman. Integrasi tiga komponen utama IoT, deteksi objek, dan pengenalan
wajah menjadi keunggulan utama yang membedakan penelitian ini dari penelitian sebelumnya. Selain itu, penelitian
ini juga mengembangkan konektivitas antara perangkat dan server Python guna mendukung pemrosesan data serta
menyediakan dashboard monitoring yang informatif. Tujuan utama dari penelitian ini adalah mengotomatisasi
proses pemantauan keamanan dengan menerapkan teknologi computer vision dan IoT secara terintegrasi, sehingga
sistem mampu melakukan deteksi dan identifikasi wajah secara real-time. Penelitian ini mengevaluasi kinerja sistem
melalui aspek akurasi deteksi, kecepatan pemrosesan, dan evaluasi perangkat ESP32-CAM dan server melaui
network latency. Hasil penelitian ini diharapkan dapat menghadirkan solusi sistem keamanan berbasis [oT yang
lebih proaktif dan efisien dibandingkan sistem keamanan konvensional.

2. METODE PENELITIAN
2.1 Dataset dan Prapemrosesan

Metodologi penelitian ini dirancang untuk mengembangkan sistem keamanan berbasis ESP32-CAM yang
melakukan deteksi wajah menggunakan YOLOVS dan pengenalan identitas wajah menggunakan FaceNet secara
real-time sebagaimana ditunjukkan pada Gambar 1. Metode ini mencakup serangkaian tahapan yang saling
berkaitan untuk memastikan sistem dapat bekerja secara akurat dan optimal, mulai dari pengumpulan data hingga

evaluasi akhir.
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Gambar 1. Alur kerja sistem
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Tahapan metodologi penelitian ini dijelaskan secara komprehensif melalui diagram alir sistem. Tahap awal dimulai
dengan proses server menerima citra mentah yang dikirimkan oleh perangkat ESP32-CAM. Citra tersebut kemudian diproses
menggunakan YOLOVS yang berperan sebagai pendeteksi objek canggih yang mampu mengidentifikasi wajah secara efisien dan
akurat dalam scenario real-time. Wajah yang terdeteksi kemudian dipotong (cropped faces) dan dipra-pemrosesan sebelum
diteruskan ke model FaceNet untuk proses ekstraksi embedding. Model FaceNet digunakan untuk pengenalan wajah melalui
representasi vector fitur berdimensi tinggi [10], yang selanjutnya dibandingkan dengan basis data wajah terdaftar untuk
menentukan identitas individu. Jika wajah yang terdeteksi tidak ditemukan dalam basis data (unknown), sistem secara otomatis
akan mengirimkan notifikasi peringatan ke Telegram. Hasil deteksi dan pengenalan wajah akan ditampilkan pada dashboard
monitoring untuk proses pengawasan secara real-time.

2.2 Perancangan Sistem

Perancangan sistem difokuskan pada integrasi antara perangkat IoT, modul pemrosesan berbasis server, dan
antarmuka pengguna untuk mendukung proses deteksi dan pengenalan wajah secara real-time. Sistem dirancang
menggunakan ESP32-CAM sebagai perangkat pengambilan citra dan server Python sebagai pusat pemrosesan
utama. Interaksi antara perangkat, server, dan pengguna disajikan melalui Activity Diagram yang menggambarkan
alur kerja sistem, termasuk proses pengiriman data, pemrosesan citra, serta pengiriman notifikasi melalui Telegram
Bot. Alur perancangan sistem secara keseluruhan disajikan pada Gambar 2.

Esres cam Server Feiriin wis, Telegram

T [(C— =
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Gambar 2 Activity Diagram

Tahap awal dimulai dengan admin mengaktifkan server melalui perintah yang dikirimkan melalui Telegram
Bot. Setelah server aktif, perangkat ESP32-CAM mulai melakukan pengambilan citra dan mengirimkannya ke
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server secara berkala. Setiap citra yang diterima kemudian diproses oleh server untuk mendeteksi data wajah.
Apabila wajah terdeteksi, sistem melakukan proses pencocokan dengan basis data wajah yang tersimpan pada
database untuk menentukan apakah wajah tersebut termasuk dalam kategori dikenal atau tidak dikenal. Jika hasil
pencocokan sesuai, data hasil deteksi disimpan sebagai output sistem. Sebaliknya, apabila wajah tidak dikenali, citra
tersebut disimpan sementara pada folder sementara (temporary folder) dan sistem secara otomatis mengirimkan
notifikasi peringatan kepada admin melalui Telegram. Selanjutnya, admin memiliki opsi untuk melakukan
pengelolaan data melalui Telegram Bot. Admin dapat memilih perintah Create untuk menambahkan data wajah baru
ke dalam database dan memulai proses pelatihan ulang (re-training) model. Selain itu, admin juga dapat
menggunakan perintah Delete untuk menghapus data wajah yang tidak diperlukan. Setelah proses pelatihan model
selesai, sistem kembali beroperasi dengan menggunakan model yang telah diperbarui, sehingga mampu mengenali
identitas wajah yang baru ditambahkan.

2.3 Model Training

Proses pelatihan model serta pembentukan embedding wajah menggunakan FaceNet. Pada tahap ini, FaceNet
mengevaluasi citra uji yang disediakan dan menghasilkan performa yang optimal. Hasil pembentukan embedding
wajah selanjutnya disajikan dalam Tabel 1.

Hasil evaluasi embedding FaceNet menunjukkan bahwa seluruh identitas pada data uji berhasil dikenali
dengan benar, dengan tingkat kecocokan sebesar 100% untuk setiap kelas. Hal ini mengindikasikan bahwa
representasi embedding yang dihasilkan mampu memisahkan fitur wajah antar individu secara efektif pada dataset
yang digunakan.

Tabel 1. Embedding Model FaceNet

Class Name Accuracy
Class Person 01 100%
Class Person 02 100%
Class Person 03 100%
Class Person 04 100%
Class Person 05 100%
Class Person 06 100%
Class Person 07 100%
Class Person 08 100%
Class Person 09 100%
Class Person 10 100%
Mean 100%

Spesifikasi yang digunakan dalam proses pelatihan disajikan secara ringkas, mencakup spesifikasi perangkat,
library yang digunakan, serta parameter pelatihan dan FaceNet, untuk memberikan Gambaran mengenai eksperimen
dan mendukung keterulangan penelitian.

2.3.1 Spesifikasi Perangkat
e CPU : Intel Core i5-8365U (8 Cores @ 4.10 GHz)
e GPU : Intel UHD Graphics 620 (Integrated)
e Memori: 15.25 GB
e Sistem Operasi : Kali Linux

2.3.2 Library yang Digunakan

Ultralytics 8.3.255

Facenet_pytorch 2.60

FastAPI1 0.121.2

Flask 3.1.2

Scikit-learn 1.7.2

Multi-task Cascaded Convolutional Neural Network (MTCNN) 1.0.0

2.3.3  Parameter Training

e Model : YOLOvVS8x-cls
e Batch Size 116

e Learning Rate :0.0001

e Epoch 120

e Early stopping 110

e Augmentasi :
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e Rotasi 15°
e Flip up-down =0.3
e Mixup=0.15

2.3.4 Parameter FaceNet

e Model : Inception-ResNet-v1
o Pretrained : VGGFace2

o Model Klasifikasi : k-NN

e Nilaik 05

o Threshold Euclidean : 0.6

e Embedding : 512 dimensi

Untuk menentukan tingkat kemiripan antar wajah, jarak antara embedding wajah dihitung menggunakan
Euclidean Distance. Persamaan (1) digunakan untuk mengukur jarak antara dua vektor embedding yang dihasilkan
oleh model FaceNet.

Di mana x dan y merupakan embedding wajah, serta n menyatakan dimensi vektor. Nilai jarak yang
dihasilkan kemudian dibandingkan dengan threshold sebesar 0.6 untuk menentukan apakah wajah diklasifikasikan
sebagai dikenal (known) atau tidak dikenal (unknown).

Hasil pemantauan kinerja pelatihan model YOLOVS pada fase training ditampilkan pada Tabel 2.
Tabel 2 Hasil Training YOLO

Epoch Time Train/Loss Accltl/lre;gcst/opl Accltl/[re;;cstlop 5 Val/Loss
1 124.21 2.11 0.57 0.88 1.66
2 249.7 1.55 0.81 0.98 0.84
3 374.46 0.92 0.94 1 0.32
4 498.49 0.49 0.98 1 0.11
5 621.03 0.36 0.99 1 0.07
6 741.64 0.26 0.99 1 0.05
7 861.93 0.35 0.99 1 0.04
8 982.7 0.24 0.99 1 0.05
9 1085.21 0.22 1 1 0.03
10 1184.49 0.21 1 1 0.03
11 1283.89 0.15 1 1 0.03
12 1382.9 0.14 0.99 1 0.04
13 1481.9 0.12 0.98 1 0.06
14 1581.07 0.13 0.98 1 0.04
15 1680.21 0.09 0.99 1 0.02
16 1779.35 0.1 1 1 0.02
17 1878.43 0.08 1 1 0.02
18 1978.3 0.08 1 1 0.01
19 2076.47 0.09 1 1 0.01
Average 1149.81 0.4 0.96 0.99 0.18

Tabel 2 menunjukkan perkembangan performa pelatihan model YOLOVS selama 19 epoch berdasarkan
metrik Train Loss, Accuracy Top-1, Accuracy Top-5, dan Validation Loss. Hasil pelatihan memperlihatkan
peningkatan performa yang konsisten, ditandai dengan penurunan train loss yang signifikan dari 2.11 pada epoch
ke-1 menjadi < 0.3 setelah epoch ke-6, serta peningkatan Accuracy Top-1 mencapai nilai maksimum pada epoch
ke-9. Rata-rata train loss sebesar 0.4 menunjukkan bahwa proses optimisasi model berjalan secara efektif pada
dataset yang digunakan. Nilai validation loss mengalami tren penurunan yang sejalan dengan train loss dan berada
pada tingkat yang rendah serta stabil pada epoch-epoch akhir, yang m3enandakan kemampuan generalisasi model
yang baik. Stabilitas Accuracy Top-1 dan Accuracy Top-5 pada nilai mendekati maksimum menunjukkan bahwa
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model telah mencapai konvergensi atau tidak lagi menunjukkan peningkatan yang signifikan pada epoch ke-19,
sebagaimana ditunjukkan oleh stagnasi nilai validation loss.

Setelah proses pelatihan model selesai, hasil penerapan embedding untuk identitas dikenal dan tidak dikenal
dianalisis lebih lanjut, ditampilkan pada Gambar 3 dan Gambar 4.

Gambar 4 Wajah Unknown

2.4  Pengumpulan Dataset
Pada penelitian ini dataset dari gabungan data yang dikumpulkan sendiri oleh peneliti serta data open-source

dari Kaggle https://www.kaggle.com/datasets/vasukipatel/face-recognition-dataset. Penggabungan ini memberikan
variasi yang lebih beragam, sehingga mendukung proses pelatihan model lebih optimal. Total terdapat 413 gambar
yang kami gunakan, terbagi ke dalam 10 kelas orang yang berbeda.

2.4.1 Detail Dataset

° Rasio pembagian : 80% training, 20% validasi
° Teknik Split : Random Shuffle

° Jumlah Kelas : 10 Orang

° Rata — rata gambar per kelas 138

° Distribusi tidak seimbang :

° Kelas maksimal : 82 gambar

° Kelas minimal : 15 gambar

Berikut adalah salah satu contoh kolase dataset yang kami gunakan:
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Gambar S Dataset Wajah

2.5 Preprocessing Data

Pada tahap ini, data diatur, diubah, dan dipersiapkan agar sesuai dengan kebutuhan penelitian. Proses ini
penting untuk meningkatkan kualitas serta konsistensi data sehingga hasil penelitian menjadi lebih akurat. Dalam
penelitian ini, langkah pertama yang dilakukan adalah cropping area wajah pada setiap gambar. Tujuannya agar
model lebih mudah fokus pada bagian penting saat pelatihan, fitur dan fungsi yang kami gunakan untuk melalukan
preprocesing adalah MTCNN. MTCNN merupakan metode deteksi wajah berbasis cascaded CNN yang mampu
melakukan deteksi wajah dan ekstraksi landmark secara simultan dengan akurasi tinggi dan efisiensi komputasi yang
baik [11]. Pada penelitian ini, MTCNN hanya digunakan untuk preprocessing offline (cropping & alignment).
Deteksi wajah real-time dilakukan sepenuhnya oleh YOLOVS. Selain itu, dataset juga diperluas melalui augmentasi
data, seperti rotasi, resize, efek negatif, hingga penambahan kotak hitam untuk menutupi sebagian fitur wajah.
Teknik- teknik ini membantu menambah variasi dan ketahanan model terhadap kondisi gambar yang berbeda.
Setelah seluruh proses augmentasi selesai, jumlah dataset meningkat menjadi 1890 gambar.

2.5.1 Parameter preprocessing

e  Face detection (offline) : MTCNN

e  Crop dan resize : Bounding box terbesar — 160x160 pixel
e  Konversi warna : BGR — RGB

e  Normalisasi : Standard deviation [0.5, 0.5, 0.5]

e  Augmentasi : rotasi, flip, efek negatif, dan mixup

Penerapan teknik augmentasi meningkatkan jumlah dataset menjadi 1.890 citra, dengan contoh hasil augmentasi
yang disajikan pada Gambar 6.

Gambar 6. Hasil Augmentasi

2.6 Pengujian Akurasi Pengenalan Wajah

Pengujian akurasi pengenalan wajah dilakukan menggunakan metode FaceNet dengan klasifikasi k-NN, yang
dievaluasi menggunakan k-fold cross-validation. Dalam penelitian ini, nilai k = 5, sehingga dataset dibagi menjadi
lima bagian. Proses pelatihan dan pengujian dilakukan dalam lima iterasi. Pada setiap iterasi, satu subset digunakan
sebagai data pengujian, sedangkan empat subset lainnya digunakan sebagai data pelatihan. Untuk mengevaluasi
kinerja model, akurasi klasifikasi rata-rata dihitung dengan merata-ratakan hasil yang diperoleh pada seluruh iterasi.
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cross-validation digunakan untuk meningkatkan kemampuan generalisasi model klasifikasi, mencegah terjadinya
overfitting, serta meningkatkan keandalan performa model [12]. Hasil evaluasi metrik performa per fold dan
rata-rata cross validation ditunjukkan pada Gambar 7 dan 8, yang mencakup nilai Accuracy, Precision, Recall,
Fl-score, dan False Positive Rate (FPR).

Hasil pengujian menggunakan 5-fold cross-validation menunjukkan bahwa performa model FaceNet + k-NN
relatif konsisten pada seluruh fold. Setiap fold menghasilkan nilai akurasi, presisi, recall, dan F1-score yang tinggi
dengan variasi yang sangat kecil antar iterasi. Hal ini mengindikasikan bahwa pembagian data yang berbeda tidak
memberikan pengaruh signifikan terhadap kinerja model. Konsistensi hasil pada seluruh fold menegaskan bahwa
model memiliki kemampuan generalisasi yang baik serta stabil dalam mengenali wajah pada data yang belum
pernah dilihat sebelumnya.

Cross-Validation Metrics (5-Fold)
Mean Acc: 0.9948 | Mean F1: 0.9944

024 Accuracy
Precision
Recall
F1-Score

1 2 3 4 5
Fold ke-

Gambar 7. Metrik per fold dari 5 fold cross-validation

Average Cross-Validation Metrics (5-Fold)

0.9935 0.9935 0.9894 0.9911

0.4

0.2

0.0008

0.0 T
Accuracy Precision Recall F1-Score FPR

Gambar 8. Metrik rata-rata cross-validation

Berdasarkan hasil pengujian, model FaceNet + k-NN menunjukkan performa yang sangat tinggi dengan nilai
akurasi rata-rata sebesar 0.9935, yang mengindikasikan bahwa sebagian besar wajah pada data uji berhasil dikenali
dengan benar. Nilai precision dan recall yang masing-masing mencapai 0.9935 dan 0.9894 menunjukkan bahwa
sistem tidak hanya mampu mengenali identitas wajah secara akurat, tetapi juga memiliki tingkat kesalahan yang
sangat rendah dalam mengklasifikasikan wajah yang dikenal dan tidak dikenal. Hal ini diperkuat oleh nilai F'/-score
sebesar 0.9911, dan nilai FPR yang sangat kecil, yaitu 0.0008, menunjukkan bahwa sistem jarang mengidentifikasi
wajah yang tidak dikenal sebagai wajah yang terdaftar. Hasil ini menjelaskan bahwa kombinasi FaceNet dan k-NN
menghasilkan embedding wajah yang diskriminatif dan konsisten pada dataset yang digunakan.

3. HASIL DAN ANALISIS
3.1 Implementasi Sistem

Sistem deteksi dan pengenalan wajah berhasil diimplementasikan dengan memanfaatkan ESP32-CAM,
sementara proses komputasi utama dilakukan pada server Python. Model YOLOvVS digunakan untuk mendeteksi
wajah secara real-time, sedangkan FaceNet berperan dalam mengekstraksi embedding wajah berdimensi 512
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sebelum proses klasifikasi dilakukan menggunakan algoritma k-NN (k = 5). Wajah yang terdeteksi sebagai tidak
dikenal (unknown) secara otomatis system melakukan pengiriman notifikasi peringatan melalui Telegram Bot.

3.1.1 Implementasi Hasil Pengenalan Wajah FaceNet Known/Unknown

Pengujian pengenalan wajah dilakukan pada 10 kelas individu menggunakan metode 5-fold cross-validation
untuk mengevaluasi performa dan kemampuan generalisasi sistem. Model FaceNet digunakan untuk mengekstraksi
embedding wajah berdimensi 512, yang selanjutnya dibandingkan menggunakan Euclidean Distance. Penentuan
identitas dilakukan berdasarkan nilai ambang (threshold), di mana wajah diklasifikasikan sebagai known jika jarak
embedding lebih kecil dari 0.6, dan sebagai unknown jika jarak sama dengan atau lebih besar dari 0.6.

Hasil pengujian menunjukkan bahwa seluruh data uji berhasil diklasifikasikan dengan sangat baik, dengan
akurasi rata-rata sebesar 0.9935 dan FPR sebesar 0.0008. Nilai ini mengindikasikan bahwa sistem mampu
membedakan wajah yang dikenal dan tidak dikenal secara akurat serta konsisten pada seluruh fold pengujian.
Tingginya performa tersebut dipengaruhi oleh beberapa faktor, antara lain jumlah kelas yang relatif kecil dan kondisi
dataset yang terkontrol, sechingga variasi antar wajah masih terbatas dan embedding antar kelas cenderung memiliki
jarak yang jelas.

Proses akuisisi citra dilakukan dalam lingkungan yang relatif stabil, dengan resolusi kamera ESP32-CAM yang
seragam dan kondisi pencahayaan yang konsisten. Jumlah citra per kelas yang terbatas juga berkontribusi terhadap
rendahnya kemungkinan terjadinya tumpang tindih (overlapping) antar embedding.

Apabila jumlah subjek diperluas hingga ratusan atau ribuan individu, variasi fitur wajah akan meningkat dan
jarak antar embedding berpotensi menjadi lebih berdekatan. Kondisi tersebut dapat menyebabkan penurunan akurasi
pengenalan, sehingga diperlukan penyesuaian nilai threshold, peningkatan jumlah data per kelas, serta strategi
optimasi tambahan untuk menjaga performa sistem. Visualisasi hasil pengenalan wajah untuk kategori known dan
unknown disajikan pada Gambar 9 dan 10.

Gambar 10 Hasil pengenalan wajah unknown (FaceNet)
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3.2 Implementasi Hasil Pengujian Sistem

Implementasi hasil pengujian sistem pengenalan wajah yang telah dikembangkan. Pengujian dilakukan untuk
mengevaluasi kinerja sistem dalam mengenali wajah berdasarkan variasi kondisi pencahayaan dan jarak. Pada
pengujian ini digunakan 10 kelas individu, dan hasil pengujian tersebut ditunjukkan pada Gambar 11.

Wektu Pengujian Jarak Foto Keterangan
| mete Pada jarak mi pengenaln wajahberfingsidengan
et baik dan berhasi menentukan wejah dengan benar
2 meter Pade jarak mi, pengenalan wajahberfingsidengan
Sing hari baik danberhasil menentukan wajah dengen benar
Pade jarak mi, pendeteksi wajah berfungsidengan
3 meter baik, tetapimodel Face Net gagal menentukan
wajah dengan benar
1 meter Pada jarak nu dimalarn hari, perndetelsivwajah
tidak berhasil
i 2 meter Pada malamhan, perdeteksiwajah tdak berhasil
Pada malamhan dijarak oo, dannbeberapa
3 prete perganbian yarg terjadi salah satya berhasil
meter mertleteksi kebermndaanwajah nanun gagal
merertukanwajah

Gambar 11 Implementasi Hasil Pengujian Sistem

Kurniawan, et. al. (Implementasi YOLOvS dan FaceNet untuk Sistem Keamanan Real-Time Berbasis 1oT) 91



FORMAT: Jurnal Ilmiah Teknik Informatika E-ISSN 2722-7162
Vol. 15, No. 1, Januari 2026, pp. 8§1-94 P-ISSN 2089-5615

3.3 Tampilan Web Monitoring

Web monitoring dirancang untuk menampilkan hasil deteksi wajah secara langsung dan hasil tangkapan citra yang
telah diproses oleh sistem. Pengguna dapat melihat hasil streaming dari ESP32-CAM serta galeri hasil deteksi wajah
yang tersimpan secara otomatis oleh sistem. Tampilan ini memudahkan pengguna dalam melakukan pemantauan dan
evaluasi kinerja sistem deteksi wajah. Gambar 12 menyajikan tampilan web monitoring.

S e

R AT A

e L e 82 (2 |82 [

56 e e 14 [

Gambar 12 Tampilan Web Monitoring

3.4 Tampilan Notifikasi Telegram Unknown Face
Sistem secara otomatis mengirimkan notifikasi Unknown Face melalui Telegram ketika terdeteksi wajah yang tidak
terdaftar dalam basis data. Notifikasi yang dikirimkan mencakup foto wajah yang terdeteksi, informasi waktu
(timestamp), serta status Unknown. Proses pengiriman notifikasi dilakukan dalam waktu kurang dari satu detik,
sehingga sistem mampu memberikan respons yang cepat untuk mendukung keamanan rumah. Tampilan notifikasi
Telegram untuk wajah tidak dikenal ditunjukkan pada Gambar 13.

Gambar 13 Notifikasi Telegram

3.5 Evaluasi Kinerja Sistem

Hasil pengujian sistem dirangkum dalam Tabel 3. Parameter yang diuji mencakup jumlah dataset, akurasi model,
dan waktu proses inferensi.

Tabel 3 Evaluasi Kinerja Sistem

No Parameter Hasil
1. | Jumlah Dataset Awal 413 Gambar

2. | Dataset Setelah Augmentasi 1890 Gambar

3. | Jumlah Kelas 10

4. | Akurasi FaceNet 99,35 %

5. | Akurasi YOLOvV8 99.,6%

6. | Latency Pengiriman ESP32 Ke Server | + 1 Detik

7. | Waktu Inferensi YOLOVS + 0.5 Detik

8. | Waktu Inferensi FaceNet + 0.3 Detik

9. | Total Waktu Deteksi 1.86 Detik
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Evaluasi kinerja sistem dilakukan dengan menggunakan dataset awal sebanyak 413 gambar, yang kemudian
ditingkatkan melalui augmentasi menjadi 1890 gambar, terbagi ke dalam 10 kelas. Hasil pengujian menunjukkan
bahwa FaceNet mencapai akurasi 99,35 %, sedangkan YOLOvS8 memiliki akurasi 99,6%. Latensi pengiriman data
dari ESP32 ke server tercatat sekitar + 1 detik, menjadi faktor penentu utama dalam total waktu deteksi sistem yang
mencapai 1,86 detik. Waktu inferensi untuk YOLOVS tercatat = 0,5 detik, sedangkan FaceNet memerlukan + 0,3
detik untuk menghitung embedding 512 dimensi dan melakukan klasifikasi menggunakan k-NN dengan k = 5, yang
memberikan beban komputasi yang relatif ringan.

Analisis latensi mengidentifikasi bahwa jaringan merupakan bottleneck terbesar, dipengaruhi oleh kualitas
sinyal Wi-Fi, jarak perangkat, dan keterbatasan bandwidth ESP32. Meski YOLOVS berjalan menggunakan GPU
terintegrasi (UHD 620), waktu inferensi tetap memadai untuk deteksi real-time sederhana. FaceNet mampu
menghitung embedding dengan cepat, sehingga keterlambatan utama berasal dari pengiriman data, bukan dari model
Al itu sendiri. Optimasi sistem sebaiknya difokuskan pada peningkatan kualitas jaringan, kompresi gambar sebelum
pengiriman, dan pengaturan interval capture ESP32.

Dalam identifikasi wajah unknown, FaceNet menggunakan jarak Euclidean untuk menentukan apakah wajah

termasuk known atau unknown. Threshold memiliki pengaruh signifikan terhadap akurasi sistem. Threshold sebesar
0,6 dipilih setelah percobaan, karena memberikan keseimbangan terbaik antara false rejection, yang terjadi jika
threshold terlalu kecil (< 0,5), dan false acceptance, yang terjadi jika threshold terlalu besar (> 0,9).
Beberapa kendala sistem juga diidentifikasi, antara lain latensi jaringan yang cukup tinggi, penurunan performa
deteksi dan embedding pada kondisi pencahayaan gelap, kesulitan deteksi wajah jika jarak melebihi 3 meter, serta
ketidakseimbangan dataset yang memengaruhi performa training awal. Sistem yang diusulkan menunjukkan kinerja
yang memadai dan tangguh pada lingkungan terkontrol dan cocok untuk aplikasi keamanan rumah berskala kecil.
Akurasi FaceNet yang hampir sempurna ini merupakan indikasi keterbatasan dataset dan kondisi pengujian yang
ideal. Latensi sistem lebih banyak dipengaruhi oleh keterbatasan jaringan dibanding model AI, sehingga upaya
optimasi sebaiknya difokuskan pada peningkatan kualitas jaringan.

4. KESIMPULAN

Hasil penelitian menunjukkan bahwa sistem keamanan berbasis YOLOvVS dan FaceNet mampu mendeteksi
serta membedakan wajah known dan unknown secara real-time pada lingkungan terkontrol dengan jumlah kelas
terbatas (10 orang). Hasil tersebut mengindikasikan bahwa sistem dapat bekerja secara konsisten dalam kondisi
pengujian yang terstruktur, meskipun performanya dapat berubah ketika jumlah identitas diperbesar.

Algoritma YOLOvVS8 menunjukan kemampuan deteksi wajah yang akurat dan cepat dengan tingkat akurasi
99,6% dan waktu respon 1,86 detik, namun waktu respon keseluruhan sangat dipengaruhi oleh latensi jaringan
ESP32-CAM. FaceNet memastikan proses ekstrasi fitur dan verifikasi identitas berjalan optimal, performa yang
dihasilkan mencapai akurasi rata-rata sebesar 99,35% dan FPR sebesar 0,08%. ESP32-CAM juga berfungsi efektif
sebagai kamera IoT berbiaya rendah untuk akuisisi video, meskipun proses inferensi tetap dilakukan di server untuk
menjaga performa. Sistem ini mampu mengirimkan notifikasi melalui Telegram Bot saat mendeteksi wajah yang
tidak dikenal, lengkap dengan capture, bounding box, waktu kejadian, dan label identifikasi. Fitur tersebut
meningkatkan respons keamanan karena peringatan diterima dalam hitungan detik. Sistem yang dikembangkan
terbukti stabil pada siang hari dan malam hari dan berhasil menghadirkan solusi keamanan berbasis IoT dan deep
learning yang lebih responsif dan efesien dibandingkan pendekatan konvensional.

Pada penelitian selanjutnya, dapat dicoba pada peningkatan skalabilitas dengan memperluas jumlah kelas
wajah untuk menguji robustness sistem pada kondisi dunia nyata dan . Optimasi model melalui teknik quantization
atau model compression mengindikasi proses inferensi dijalankan langsung pada perangkat edge yang lebih kuat,
seperti Raspberry Pi, sehingga latensi jaringan dapat dikurangi. Disarankan untuk menambahan metode liveness
detection untuk mencegah pemalsuan identitas menggunakan foto atau layar digital.

5. UCAPAN TERIMAKASIH

Penulis mengucapkan terimakasih yang sebesar-besarnya kepada seluruh pihak yang telah berkontribusi
dalam pelaksanaan penelitian ini. Penulis juga memberikan apresiasi yang tinggi kepada dosen pembimbing atas
bimbingan, arahan, serta masukan yang sangat membantu dalam penyempurnaan penelitian ini. Penulis juga
berterima kasih kepada seluruh rekan-rekan yang turut berkontribusi dalam proses pengumpulan data maupun
pelaksanaan pengujian. Segala bentuk bantuan dan dukungan yang diberikan memiliki peran penting dalam
terselesaikannya penelitian ini dengan baik.
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