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**Abstract**

Heart disease remains a leading cause of mortality worldwide, necessitating innovative approaches to improve diagnosis and management. This study aims to enhance the prediction of heart disease risk using machine learning, particularly the Decision Tree algorithm. A publicly available dataset containing 303 entries with 14 features related to heart disease risk factors, such as age, cholesterol levels, blood pressure, and electrocardiogram results, was utilized. The data underwent preprocessing steps, including normalization, handling outliers, and standardization, to ensure optimal model performance. The Decision Tree algorithm was trained on 80% of the dataset and evaluated on the remaining 20%. The model achieved an accuracy of 80%, with a balanced F1-score of 0.82, demonstrating its effectiveness in predicting heart disease risk. Feature importance analysis revealed that cholesterol levels, age, and resting blood pressure were the most influential predictors. The Decision Tree's interpretability provides valuable insights for medical practitioners, enabling more accurate and transparent risk assessments. This study highlights the potential of machine learning in medical diagnostics, particularly in identifying high-risk individuals for early intervention and better patient outcomes.

**Pendahuluan**

Penyakit jantung merupakan salah satu penyakit yang menjadi perhatian serius di bidang kesehatan global [1], [2] . Menurut Organisasi Kesehatan Dunia (WHO), penyakit jantung dan pembuluh darah adalah penyebab kematian nomor satu di dunia, menyebabkan sekitar 17,9 juta kematian setiap tahunnya [3], [4]. Di Indonesia, penyakit jantung juga merupakan penyebab kematian utama, menyumbang sekitar 37% dari total kematian [5], [6], [7].

Tingginya angka kematian dan prevalensi penyakit jantung ini menunjukkan perlunya peningkatan dalam upaya pencegahan, diagnosis, dan pengelolaan penyakit ini. Namun, prediksi risiko individu terkena penyakit jantung masih menjadi tantangan yang kompleks [8], [9] . Faktor-faktor seperti riwayat kesehatan, gaya hidup, dan genetik dapat mempengaruhi risiko seseorang terkena penyakit jantung, dan memprediksi risiko secara tepat dan akurat memerlukan analisis yang mendalam dan komprehensif .

Dalam konteks ini, teknologi Machine Learning menawarkan potensi besar untuk meningkatkan prediksi risiko penyakit jantung [10]. Algoritma Machine Learning, seperti decision tree, memiliki kemampuan untuk memproses dan menganalisis data kesehatan secara cepat dan akurat, sehingga dapat mengidentifikasi pola-pola yang kompleks dan hubungan yang tersembunyi di antara faktor-faktor risiko [11], [12], [13]. Dengan demikian, penggunaan Machine Learning dalam memprediksi risiko penyakit jantung dapat memberikan kontribusi yang signifikan dalam meningkatkan diagnosis dini, pengelolaan penyakit, dan upaya pencegahan [14], [15], [16].

Dalam menanggapi permasalahan yang diuraikan sebelumnya, pendekatan pemecahan masalah yang dapat diambil adalah sebagai berikut:

Pengumpulan Data: Langkah pertama adalah mengumpulkan data kesehatan yang relevan dari berbagai sumber, termasuk riwayat medis pasien, data laboratorium, dan faktor-faktor risiko potensial seperti kebiasaan merokok, aktivitas fisik, dan riwayat keluarga.

Persiapan Data: Data yang telah dikumpulkan kemudian akan dipersiapkan untuk analisis. Langkah ini meliputi pembersihan data, penghapusan nilai yang hilang, transformasi variabel, dan normalisasi data agar dapat digunakan secara efektif oleh algoritma Machine Learning.

Pengembangan Model: Selanjutnya, model prediksi menggunakan algoritma decision tree akan dikembangkan. Proses ini melibatkan pembagian data menjadi set pelatihan dan set pengujian, pelatihan model pada data pelatihan, dan evaluasi kinerja model pada data pengujian.

Evaluasi Model: Model yang dikembangkan akan dievaluasi menggunakan metrik evaluasi kinerja seperti akurasi, presisi, recall, dan F1-score. Analisis lebih lanjut akan dilakukan untuk memahami faktor-faktor yang mempengaruhi kinerja model dan memperbaiki model sesuai kebutuhan.

Integrasi dengan Interaksi Medis: Model prediksi yang dikembangkan akan diintegrasikan dengan sistem kesehatan yang ada untuk mendukung pengambilan keputusan klinis. Interaksi antara model prediksi dan profesional medis akan memungkinkan pemberian intervensi yang tepat waktu dan tepat sasaran kepada pasien.

Dalam konteks pengujian hipotesis, beberapa dugaan yang akan dibuktikan melalui penelitian ini meliputi:

* Hipotesis nol (H0): Tidak ada hubungan antara faktor-faktor risiko tertentu dan risiko pengidap penyakit jantung.
* Hipotesis alternatif (H1): Terdapat hubungan signifikan antara faktor-faktor risiko tertentu dan risiko pengidap penyakit jantung.

Melalui analisis data dan pengembangan model prediksi, penelitian ini akan menguji hipotesis tersebut untuk menentukan apakah faktor-faktor risiko tertentu memiliki hubungan yang signifikan dengan risiko penyakit jantung.

Metode penelitian
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Tahapan penelitian untuk menerapkan Machine Learning dalam memprediksi risiko penyakit jantung menggunakan algoritma Decision Tree biasanya mencakup beberapa langkah seperti berikut:

Pengumpulan Data: Langkah pertama adalah mengumpulkan data terkait dengan penyakit jantung. Ini mungkin termasuk data medis seperti riwayat pasien, faktor risiko seperti tekanan darah, kadar kolesterol, riwayat merokok, dan aktivitas fisik.

Pembersihan Data: Data yang dikumpulkan mungkin tidak selalu bersih dan terstruktur dengan baik. Oleh karena itu, tahap ini melibatkan pembersihan data untuk menghapus entri yang hilang atau tidak lengkap, menangani nilai-nilai yang hilang, dan menghilangkan outlier.

Pemilihan Fitur (Feature Selection): Memilih fitur atau variabel yang paling relevan dan penting untuk memprediksi penyakit jantung. Ini dapat dilakukan dengan menggunakan teknik analisis statistik atau teknik pemilihan fitur berbasis Machine Learning.

Pembagian Data (Data Splitting): Memisahkan dataset menjadi set pelatihan (training set) dan set pengujian (testing set) untuk melatih model dan menguji kinerjanya.

Pemodelan Machine Learning: Melatih model Decision Tree menggunakan set pelatihan. Ini melibatkan proses mempelajari hubungan antara variabel input (fitur) dan output (risiko penyakit jantung).

Evaluasi Model: Menggunakan set pengujian untuk mengevaluasi kinerja model. Ini dapat dilakukan dengan berbagai metrik evaluasi seperti akurasi, presisi, recall, dan F1-score.

Optimisasi Model: Jika diperlukan, model dapat dioptimalkan dengan melakukan penyetelan parameter atau menggunakan teknik-teknik seperti pruning untuk mencegah overfitting.

Validasi: Menggunakan teknik validasi silang (cross-validation) untuk memastikan bahwa model dapat digeneralisasikan dengan baik ke data baru.

Interpretasi Model: Membuat model yang mudah dipahami dengan menginterpretasi struktur Decision Tree yang dihasilkan. Ini membantu dalam pemahaman faktor-faktor apa yang mempengaruhi risiko penyakit jantung.

Penerapan Model: Setelah model dianggap cukup baik, itu dapat diterapkan dalam praktik klinis untuk membantu dokter atau peneliti dalam memprediksi risiko penyakit jantung pada pasien baru berdasarkan faktor risiko yang diperoleh.

Tahapan-tahapan ini memberikan kerangka kerja yang komprehensif untuk melakukan penelitian dan mengembangkan model Machine Learning untuk memprediksi risiko penyakit jantung menggunakan algoritma Decision Tree.

Hasil dan diskusi

Penelitian ini bertujuan untuk menerapkan algoritma Machine Learning, khususnya Decision Tree, dalam memprediksi risiko pengidap penyakit jantung. Penyakit jantung tetap menjadi salah satu penyebab utama kematian di dunia, dan upaya untuk meningkatkan diagnosis dan pengelolaannya sangat penting. Dalam penelitian ini, kami menggunakan dataset yang berisi informasi medis pasien yang terkait dengan faktor-faktor risiko penyakit jantung.

Hasil pelaksanaan penelitian ini memberikan wawasan yang signifikan terkait dengan penerapan teknologi Machine Learning dalam bidang medis, khususnya dalam hal peningkatan akurasi diagnosis dan pengelolaan pasien yang berisiko tinggi terkena penyakit jantung. Di bawah ini, akan dibahas lebih lanjut mengenai hasil yang dicapai, analisis model yang digunakan, dan kontribusi dari penelitian ini dalam memajukan bidang kedokteran.

Pemilihan dan Persiapan Data

Dataset yang digunakan dalam penelitian ini adalah dataset Heart Attack Prediction yang tersedia di Kaggle. Dataset ini mencakup 303 entri data dengan 14 fitur yang terdiri dari informasi tentang usia, jenis kelamin, tekanan darah, kolesterol, tingkat kecemasan, riwayat penyakit jantung keluarga, serta status merokok dan aktivitas fisik. Fitur-fitur ini dapat digunakan untuk membangun model yang dapat memprediksi apakah seorang individu berisiko mengalami serangan jantung berdasarkan faktor-faktor tersebut.

Data yang digunakan melalui beberapa tahap persiapan:

Pembersihan Data: Dataset ini tidak memiliki nilai yang hilang (missing values), namun beberapa fitur mengandung outliers yang perlu ditangani agar tidak memengaruhi hasil model. Oleh karena itu, dilakukan pembersihan data dengan menghapus entri yang mencurigakan atau ekstrem, terutama pada fitur seperti kolesterol dan tekanan darah.

Normalisasi dan Skalasi Data: Data yang memiliki skala berbeda, seperti kolesterol yang memiliki rentang nilai antara 100 hingga 500, dan usia yang berkisar antara 30 hingga 70 tahun, dinormalisasi menggunakan StandardScaler untuk memastikan bahwa semua fitur memiliki skala yang seragam dan dapat diproses dengan efektif oleh algoritma.

Pembagian Data: Setelah data siap, dataset dibagi menjadi dua bagian: data latih (training data) sebanyak 80% dan data uji (testing data) sebanyak 20%. Pembagian ini memungkinkan model untuk dilatih menggunakan data latih dan diuji menggunakan data uji yang belum pernah dilihat oleh model.
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Model Decision Tree

Setelah mempersiapkan data, langkah selanjutnya adalah membangun dan melatih model Decision Tree untuk memprediksi risiko penyakit jantung. Decision Tree dipilih karena merupakan salah satu algoritma yang paling mudah dipahami dan interpretasinya cukup jelas, yang penting dalam aplikasi medis.

Deskripsi Algoritma Decision Tree

Decision Tree adalah metode klasifikasi yang membagi data ke dalam cabang-cabang yang lebih kecil berdasarkan fitur yang paling mempengaruhi hasil prediksi. Setiap node pada tree mewakili sebuah fitur, dan setiap cabang mewakili kemungkinan nilai dari fitur tersebut. Decision Tree bekerja dengan memilih fitur terbaik yang dapat memisahkan data menjadi dua grup atau lebih, berdasarkan kriteria seperti Gini Impurity atau Information Gain.

Proses pembuatan pohon keputusan dimulai dari akar (root) dan kemudian menyebar ke bawah, dengan memilih fitur yang memberikan pemisahan terbaik antara dua kelas (dalam hal ini, 0 untuk tidak ada penyakit jantung dan 1 untuk ada penyakit jantung). Decision Tree sangat berguna dalam pengambilan keputusan medis karena sifatnya yang transparan dan mudah dipahami.

Implementasi Model

Model Decision Tree yang digunakan pada penelitian ini dibangun menggunakan pustaka scikit-learn dalam Python. Model ini dilatih dengan menggunakan data latih yang telah dipersiapkan sebelumnya, dan dilakukan pengaturan parameter seperti kedalaman pohon (tree depth) untuk menghindari overfitting.

Model dilatih dengan menggunakan parameter default untuk mendapatkan hasil awal, kemudian dilakukan evaluasi performa model menggunakan akurasi, precision, recall, dan F1-score. Setelah itu, dilakukan optimasi parameter dengan menggunakan Grid Search untuk memilih kombinasi parameter terbaik yang meningkatkan performa model.

Evaluasi Model

Setelah model dilatih, evaluasi dilakukan untuk mengukur seberapa baik model dapat memprediksi hasil pada data uji. Berdasarkan hasil evaluasi yang diperoleh, berikut adalah beberapa metrik utama yang dianalisis:

Akurasi: Akurasi model adalah persentase prediksi yang benar dibandingkan dengan total jumlah data. Model Decision Tree yang diterapkan pada dataset ini menghasilkan akurasi sekitar 80%, yang berarti model dapat memprediksi dengan benar 80% dari total sampel uji.

Precision, Recall, dan F1-Score: Metrik ini digunakan untuk mengevaluasi model dalam hal klasifikasi positif (dalam hal ini, pasien yang berisiko mengalami serangan jantung).

Precision mengukur seberapa banyak prediksi positif yang benar dibandingkan dengan semua prediksi positif yang dibuat oleh model.

Recall mengukur seberapa banyak prediksi positif yang benar dibandingkan dengan semua data positif yang sebenarnya.

F1-Score adalah harmoni rata-rata antara precision dan recall. Hasil F1-score untuk model ini adalah 0.82, yang menunjukkan keseimbangan yang baik antara precision dan recall.

Berikut adalah hasil evaluasi yang lebih mendetail:

Precision untuk kelas 1 (risiko tinggi): 0.82

Recall untuk kelas 1: 0.82

F1-Score untuk kelas 1: 0.82

Model ini berhasil mencapai keseimbangan yang baik dalam mengenali pasien yang berisiko tinggi terkena penyakit jantung, sehingga sangat berguna dalam praktek medis.
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Confusion matrix digunakan untuk melihat distribusi prediksi yang benar dan salah. Dalam hal ini, confusion matrix menunjukkan bahwa model mampu memprediksi dengan baik pasien yang tidak berisiko (kelas 0) dan yang berisiko (kelas 1), meskipun ada beberapa kesalahan dalam memprediksi pasien yang berisiko rendah.

Visualisasi Pohon Keputusan

Salah satu keuntungan utama dari menggunakan Decision Tree adalah kemampuannya untuk menghasilkan model yang mudah dipahami dan ditafsirkan. Pohon keputusan yang dibangun dalam penelitian ini dapat divisualisasikan untuk menunjukkan bagaimana model mengambil keputusan berdasarkan fitur-fitur yang relevan.

Visualisasi pohon keputusan memberikan gambaran yang jelas tentang fitur mana yang paling penting dalam membuat prediksi. Misalnya, fitur kolesterol (chol) dan umur (age) terbukti menjadi fitur yang paling menentukan dalam klasifikasi pasien yang berisiko tinggi.

Pengaruh Implementasi Model terhadap Pemahaman, Diagnosis, dan Pengelolaan Penyakit Jantung.
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Hasil dari penelitian ini menunjukkan bahwa penerapan algoritma Decision Tree dalam memprediksi risiko penyakit jantung dapat memberikan banyak manfaat bagi dunia medis, terutama dalam hal peningkatan pemahaman, diagnosis, dan pengelolaan pasien dengan risiko penyakit jantung.

Meningkatkan Pemahaman tentang Faktor Risiko Penyakit Jantung

Dengan menggunakan model Decision Tree, dapat diperoleh wawasan lebih mendalam mengenai faktor-faktor yang mempengaruhi risiko penyakit jantung. Beberapa faktor yang paling berpengaruh, seperti kolesterol dan tekanan darah, muncul sebagai fitur penting dalam membuat keputusan, yang dapat membantu dokter dalam memahami kondisi pasien lebih baik.

Meningkatkan Akurasi Diagnosis

Model ini memungkinkan untuk mengklasifikasikan pasien ke dalam dua kelompok: mereka yang berisiko tinggi dan mereka yang tidak berisiko. Dengan menggunakan teknik Machine Learning seperti Decision Tree, dokter dapat membuat keputusan lebih cepat dan lebih akurat, yang mengarah pada penurunan angka kesalahan dalam diagnosis.

Membantu Pengelolaan Pasien

Selain memberikan diagnosis yang lebih tepat, model ini juga dapat digunakan untuk merencanakan langkah-langkah pengelolaan pasien yang lebih baik. Pasien yang teridentifikasi sebagai berisiko tinggi dapat diberikan perhatian khusus, seperti pengobatan pencegahan, perubahan gaya hidup, atau pengawasan yang lebih ketat.

**Kesimpulan**

Penelitian ini berhasil menerapkan algoritma Decision Tree dalam memprediksi risiko penyakit jantung menggunakan dataset *Heart Attack Prediction*. Model yang dibangun, setelah melalui tahap preprocessing data, mencapai akurasi sebesar 80%, yang menunjukkan efektivitasnya sebagai alat prediksi risiko penyakit jantung. Fitur-fitur utama yang paling berpengaruh dalam menentukan kemungkinan terjadinya penyakit jantung adalah kadar kolesterol, usia, dan tekanan darah saat istirahat. Algoritma *Decision Tree* tidak hanya memberikan prediksi yang akurat, tetapi juga menawarkan transparansi dalam pengambilan keputusan, yang sangat penting bagi tenaga medis dalam menilai risiko pasien.

Hasil penelitian ini menunjukkan bahwa model pembelajaran mesin, khususnya yang dapat diinterpretasikan seperti *Decision Tree*, dapat memberikan kontribusi signifikan dalam deteksi dan pencegahan penyakit jantung sejak dini. Dengan mengidentifikasi individu berisiko tinggi berdasarkan metrik kesehatan yang mudah diperoleh, pendekatan ini berpotensi meningkatkan hasil pengobatan melalui intervensi dini. Selain itu, penelitian ini menekankan pentingnya tahap preprocessing data, pemilihan fitur, dan evaluasi model dalam memastikan keandalan dan validitas model pembelajaran mesin di aplikasi kesehatan.

Penelitian selanjutnya dapat difokuskan pada peningkatan kinerja model melalui penggunaan algoritma yang lebih canggih, penggabungan dataset yang lebih beragam, serta eksplorasi integrasi faktor tambahan seperti gaya hidup dan data genetik untuk meningkatkan akurasi prediksi lebih lanjut.
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