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Abstract  
A vehicle exhaust emissions test is an activity carried out to 
determine the content of the remaining combustion products 
that occur in the fuel in the vehicle engine. Many people do not 
understand exhaust gas content from emission tests, so to 
make this easier, this study aims to create a smart application 
that can diagnose vehicle emissions quickly and accurately 
using the Bayesian Network (BN) algorithm. Application 
development begins with BN modeling using the MSBNx 
application until the appropriate results are achieved. Validation 

of the BN structure that has been designed with various inputs is 
carried out to ensure that the BN modeling is correct. The next 
step is to compile the BN modeling algorithm in the MATLAB 
application so that it becomes a system that can process input 
in the form of measurement results for Toyota car emissions. 
The new BN model for vehicle emission gas diagnosis has been 
successfully constructed. The results of the system reading 
when there is an HC content of 217 ppm, the probability value of 
bad emissions increases to 63.5%. Of the 10 tests performed, 
the system was able to diagnose them all correctly.  
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INTRODUCTION  

The total population of Indonesia is 268 
million people, currently, more than 55% own a 
motorized vehicle, be it a motorcycle or a car. 
Therefore, the fuel needed and the need for 
maintenance of the engine are also very 
important [1]. The increasing number of engine 
vehicles in Indonesia will affect or pollute 
healthy air conditions into unhealthy air 
conditions in the environment, this happens 
because the exhaust gases generated in these 
engine vehicles contain unhealthy gases such 
as carbon monoxide (CO), hydrocarbons (HC), 
and others. It is conceivable that more than 
55% of the Indonesian population currently 
owns a motorized vehicle, especially a car, and 
does not know how to diagnose the exhaust 
emission test results, resulting in a lack of 
awareness to carry out routine maintenance 
properly. The need for good air conditions, 

namely oxygen, is currently getting worse and 
depleting for Indonesia and the world [2, 3, 4, 
5].  

The vehicle emission test is the residual 
combustion product from the fuel in the vehicle 
engine that is released through the engine 
exhaust system, while the combustion process is 
a chemical reaction between oxygen in the air 
and hydrocarbon compounds in the fuel as a 
power producer [6, 7, 8]. Exhaust emissions from 
motor vehicles are the main source of air 
pollution originating from transportation as well as 
the work of the combustion engine of the motor 
vehicle. The results of this emission test can also 
be used to determine if there is damage to the 
engine parts of the vehicle, and to adjust the air 
and fuel mixture properly. 

Currently, in conducting vehicle exhaust 
emission tests, many do not know about the 
benefits of the data obtained in the emission test, 
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while in the treatment the data obtained are very 
large. To make it easier for the general public to 
know the data obtained from the emission test, 
the authors aim to implement a Bayesian 
Network (BN) to diagnose the emission 
measurement results [9][10]. This BN as using 
the previous statistical information was then 
successful in many practices and uses and 
implementation. The BN method is used in 
research because this tool is very suitable in 
giving a decision from a certain indication. BN's 
decision is to process data from a trained 
repository which will then be retrieved with cross-
validation data. BN is a probability-based data 
modeling method that represents a set of 
variables and their conditional dependencies 
through a Directed Acyclic Graph (DAG). Each 
node that is formed in the graph has a 
Conditional Probability Table (CPT) [11, 12, 13, 
14]. 

BN provides a useful tool because it 
represents a probability relationship between a 
cause and a symptom or between a symptom 
and an error. It can also represent a multi-fault 
and multi-symptom model [15, 16, 17, 18, 19, 
20]. In addition, it can effectively analyze the 
complex causal relationship between the BN 
node by its inference and sensitivity method. In 
addition, the structure of the causal network can 
be adapted flexibly by simply adding nodes and 
arcs to the existing BN model [21]. Although 
several BN based approaches such as El Amrani 
[22] and Li [23] have been previously developed 
for inference of diagnostic results, there are still 
limitations in developing network modeling for 
diagnosis of BN based emission measurement 
results. In this study, we apply BN for emission 
data identification, emission diagnosis inference, 
and analysis of accuracy in reading Toyota car 
emission measurement results [24, 25, 26, 27]. 

Based on the importance of knowing the 
value of vehicle emissions and the ability of the 
BN method in making decisions, we aim to create 
a smart application to diagnose the measurement 
results of Toyota car emissions using the BN 
method. 
 
METHOD 

Based on the input data obtained, the 
probability value will be calculated through 
several stages using the BN method, starting 
from determining the parameter value for each 
emission content, then determining the 
conditional probability value, after two values are 
obtained, the system will calculate the combined 
and posterior probability values for each emission 
condition. adjusted for the BN structure and the 
posterior probability value is used as a probability 

inference of the merits of the emission. The BN 
generates relational information and conditional 
probabilities through bidirectional propagation 
between input and output nodes. Also, in real 
case implementations it is common to use 
multistate nodes. So, from the input made by the 
user, the result will be in the form of emission 
conditions. 

Application design can be divided into 
several stages. In general, the stages are 
preparing the concept of an algorithm scheme, 
modeling BN according to the emission diagnosis 
concept, making a program in MATLAB, and 
testing the system that has been made. BN is 
validated by providing input variations to ensure 
that the probability value and network structure 
are correct. The input node is made to find out 
the data or content in the exhaust emission test 
for examples of O2, HC, CO2, CO and Lambda. 
Then after making the input node, a node is 
made for the diagnosis of the emission test, for 
example the things or impacts that occur from the 
air content or whether the emissions are good or 
not. Furthermore, if each node has been created 
then each node is connected. Then after being 
connected, the probability value is entered into 
each node, whether it is an input or output 
parameter, this aims to make the data as a 
reference for the emission test. After completion, 
the graph on each node and the evaluation of 
each node can be seen.  

The emission limit refers to the ministerial 
regulation no. 05 of 2006 concerning the 
threshold for old motor vehicle exhaust emissions 
for gasoline engine cars produced above 2007 as 
shown in Table 1. 

For the record, the parameters of the 
exhaust gas emission threshold in Indonesia are 
based on the parameters of carbon monoxide 
(CO) 1.5% and hydrocarbons (HC) 200 ppm. 
Vehicle emissions can also indicate problems 
that occur in car engines [28][29]. 

 
Bayesian Network Structure 

The MSBNx application is used to create 
an initial BN model until the appropriate results 
are obtained, as shown in Figure 1. At the time of 
the emission test, the input and output 
parameters were carried out based on the 
concept of vehicle exhaust emission diagnosis, 
especially from the Toyota brand.  
 

Table 1. Threshold of Emission 
Particle Threshold 

CO ≤ 1.5% 

CO2 > 12% 
HC ≤ 200 ppm 
O2 ≤ 2% 

LAMBDA 1 
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Figure 1. Bayesian Network Structure 

 
The network consists of 16 nodes with 7 

nodes as input and 9 nodes as output. HC and 
CO nodes are the dominant determinants of 
emission results. If one of the HC and CO has a 
value that exceeds the threshold then the 
emission results will be bad, so in practice, HC, 
and CO before entering the Emission node first 
enter the connecting node, namely the CO_HC 
node. Indication of damage to vehicle 
components based on input values. For example, 
if the HC input value exceeds the threshold, it will 
affect the CoilPlug and SystemSupplay nodes. 
Hydrocarbon air content is a very important thing 
in conducting vehicle emission tests, because the 
content is the result of whether a vehicle engine 
is good. 

Hydrocarbon is a gas that indicates the 
remaining gasoline that is wasted with vehicle 
exhaust fumes. Hydrocarbons have an ideal 
value that should not exceed 200 ppm. If getting 
a result that is far from the ideal value, it will 
result in engine power getting tired easily, then 
wasteful fuel consumption. The HC content can 
be high because of the incomplete combustion of 
fuel in the engine combustion chamber. Not only 
the fuel combustion factor, but the leakage of oil 
that enters the combustion chamber also 
contributes to increasing the HC content. Another 
possibility is that the coil component begins to 
weaken due to the age of the car and its 
electrical capabilities so that the spark plug 
performance is not optimal. Apart from HC 
nodes, the percentage of System Supply nodes 
is also affected by the CO value.  
 
Prior Probability 

The first step after the formation of BN is to 
determine the prior probability value for each 
node which is the input parameter. These nodes 

are referred to as parent nodes, namely the 
nodes at the top layer. The percentage 
determination as shown in Table 2 is based on 
actual conditions that usually occur during 
emission tests. 

 
Conditional Probability 

When the prior probability value is 
completed, the next step is to provide a 
conditional probability value or what is called the 
Conditional Probability Table (CPT) in each 
appropriate column. The percentage value given 
must be in accordance with the concept of 
vehicle exhaust emission diagnosis. The CPT for 
the Emission node can be seen in Table 3. It can 
be seen in the table that the nodes connected to 
the Emission node are CO2, O2, and CO_HC. 
Where the CO_HC node is the connecting node 
for the CO and HC nodes. If BN accepts the input 
value of CO2 is greater than or equal to 12%, O2 
is less than or equal to 2%, and CO or HC is of 
good value, then the result of good emission is 
95% and bad emission is 5%. 

 
Table 2. Prior Probability 

Node Name Event Precentage (%) 

HC 

HC ≤ 200 
ppm 

80 

HC > 200 
ppm 

20 

CO 
CO ≤ 1.5% 80 

CO > 1.5% 20 

CO2 
CO2 ≥ 12% 80 
CO2 < 12% 20 

O2 
O2 ≤ 2% 80 
O2 > 2% 20 

Lambda 
λ ≥ 1 40 

λ < 1 60 

White Smoke 
Yes 20 
No 80 

Black Smoke 
Yes 20 
No 80 
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Table 3. CPT of Emission 
Parent Node 

(s) 

Emission  

(%) 

CO2 O2 CO_HC Good Bad 

CO2 ≥ 
12% 

O2 ≤ 
2% 

Good 95 5 

Bad 30 70 

O2 > 

2% 

Good 80 20 

Bad 20 80 

CO2 < 
12% 

O2 ≤ 

2% 

Good 80 20 

Bad 20 80 

O2 > 
2% 

Good 70 30 

Bad 10 90 

 
Table 4. CPT of Filter 

Parent Node 
(s) 

Filter  
(%) 

Black 
Smoke 

CO HC Good Bad 

Yes 

CO ≤ 1.5% 
HC ≤ 200 ppm 40 60 

HC > 200 ppm 30 70 

CO > 1.5% 
HC ≤ 200 ppm 20 80 

HC > 200 ppm 10 90 

No 

CO ≤ 1.5% 
HC ≤ 200 ppm 95 5 

HC > 200 ppm 40 60 

CO > 1.5% 
HC ≤ 200 ppm 40 60 

HC > 200 ppm 30 70 

 
Because the percentage value of good emissions 
is greater than bad emissions, the conclusion is 
that the results are good emissions. 

From each value given to the CPT will 
update the BN probability value for each 
associated node. It is necessary to ensure that 
each accumulated percentage is in accordance 
with the intended conditions. 

Table 4 shows the CPTs for the filter 
nodes connected to the BlackSmoke, CO, and 
HC nodes. Dirty filters are usually marked by 
black smoke coming out of the car exhaust. The 
malfunction of the filter components can also 
cause high values of HC or CO in exhaust gas 
emissions. Based on this concept, then applied to 
the CPT for filter nodes to support the BN 
system. If the car does not emit black exhaust 
gas, CO is less than or equal to 1.5%, and HC is 
less than or equal to 200 ppm, the filter 
components are indicated to be in good 
condition. 
 
RESULTS AND DISCUSSION 

In ensuring that the designed system can 
function properly, a discussion on the results of 
making an intelligent vehicle exhaust emission 
diagnostic system is introduced in this chapter. It 
is explained in detail about how the system works 
in analyzing emission data using the capabilities 
of the BN methodology so that it can produce 
important information about the condition of the 
vehicle. The results of the analysis are then 
documented in the form of an interface design so 
that it is easy to understand. BN with multistate 
node is applied for vehicle engine performance 
diagnosis based on its emission.  

Research on the implementation of BN in 
creating intelligent applications to diagnose 
vehicle exhaust emissions has been successfully 
carried out.   
 
Bayesian Belief Update 

The probability percentage update in the 
absence of evidence is shown in Figure 2. The 
distribution of the percentage values for good and 
bad vehicle conditions is 50% each. Before any 
evidence enters the JB system, there is no 
indication of a problem. This is expressed by the 
percentage value of good condition more than or 
equal to 50%. This percentage value is the basis 
for the system to decide the type of problem that 
occurs in the vehicle. 

All percentage values change when the 
system reads the presence of HC elements 
beyond the maximum limit as shown in Figure 3. 
The percentage value of good emissions is less 
than 50, this indicates bad vehicle emissions. 
The graph also shows some indications that 
cause bad emissions. The system recommends 
catalytic checks, coil plugs, combustion chamber 
leaks, and fuel lines to the combustion chamber. 
The updated percentage value will change 
according to the state of the vehicle's emission 
gas. 
 
Validation of the System 

In the implementation of this study, we did 
not collect data for direct vehicle emission testing 
but only obtained data from existing references, 
as shown in Table 5. These data were obtained 
from gasoline cars that had carried out emission 
tests, located at the Auto2000 Rajabasa 
workshop in Bandar Lampung on October 24, 
2020, at 13.16 WIB. 

Application interface design as shown in 
Figure 4. When the user operates, they will be 
asked to enter data in the form of HC in ppm, CO 
percentage, CO2 percentage, O2 percentage, 
Lambda, and the color of the smoke coming out 
of the exhaust. After the input is complete, the 
user is required to click the start button.  

 

 
Figure 2. Probability Updates without Evidence 
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Figure 3. Probability Updates with Evidence 

 

 
Figure 4. App Initial View 

 
This software will immediately display the 

emission conditions and is supported by an 
indicator light. The indicator light is red if the 
emission is bad, while when the emission is good 
it will be green. This application is also equipped 
with a reset button which functions to clean data 
that has been previously entered. 

The experiment was carried out with 200 
ppm HC data, 1.5% CO, 12% CO2, 5% O2, 
Lambda 1, and colorless smoke. The results 
show emissions are in good condition with a 
percentage of 77% and there is no indication of 
problematic vehicle components, as shown in 
Figure 5. In the diagnostic results column, all 
were stated to be good. This result is in 
accordance with the theory and emission limit 
standards which can be seen in Table 1. 

In the emission data number 4, 6, 7, 8, 
and 9, the hydrocarbon capacity has exceeded 
the good condition limit as shown in Table 5. 
Emissions tests on numbers 4, 8, and 10 contain 
carbon monoxide which have also exceeded the 
threshold. 

 

 
Figure 5. App Display with Good Emission Data 

 

 
Figure 6. App Display with Bad Emission Data 

 
The system output results are correct, 

emission tests number 4, 6, 7, 8, 9, and 10 are 
read by the system as bad emissions. 
Meanwhile, emission tests number 1, 2, 3, and 5 
are read by the system as good emissions. 
Emission data measurement using Bayesian 
Networks-based system is more effective in 
terms of time than reading the emission 
measurement results manually. Input data with 
emission content include HC = 217 ppm, CO = 
2.3%, CO2 = 12%, O2 = 1.5%, Lambda = 1, and 
white smoke.  

The results of the system diagnosis 
indicate poor emission conditions and are 
supported by indications of damage to vehicle 
parts as shown in Figure 6. Bad emission gas 
with a percentage of 100% - 36.5 = 63.5%. 
These results are in accordance with the 
determination of values when modeling Bayesian 
networks. 
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Table 5. Data Validation 
No. of Data Particles Values Vehicle Types Results by System 

1. 

Carbon Monoxide (CO) 1.43 % 

Toyota Kijang Innova 2018 Good Emission 

Hydrocarbons (HC) 38 ppm 

Carbon Dioxide (CO2) 6.1 % 

Oxygen (O2) 20.90 % 

Lambda 2 

2. 

Carbon Monoxide (CO) 0.49 % 

Toyota Avanza 2017 Good Emission 

Hydrocarbons (HC) 75 ppm 

Carbon Dioxide (CO2) 9.0 % 

Oxygen (O2) 6.85 % 

Lambda 1.078 

3. 

Carbon Monoxide (CO) 6.05 % 

Toyota Calya 2019 Bad Emission 

Hydrocarbons (HC) 45 ppm 

Carbon Dioxide (CO2) 2.3 % 

Oxygen (O2) 16.84 % 

Lambda 2.000 

4. 

Carbon Monoxide (CO) 5.15 % 

Toyota Agya 2018 Bad Emission 

Hydrocarbons (HC) 250 ppm 

Carbon Dioxide (CO2) 3.7 % 

Oxygen (O2) 10.65 % 

Lambda 1.508 

5. 

Carbon Monoxide (CO) 0.00 % 

Toyota Fortuner 2017 Good Emission 

Hydrocarbons (HC) 21 ppm 

Carbon Dioxide (CO2) 15.0 % 

Oxygen (O2) 1.27 % 

Lambda 1.011 

6. 

Carbon Monoxide (CO) 0.70 % 

Toyota Avanza 2006 Bad Emission 

Hydrocarbons (HC) 500 ppm 

Carbon Dioxide (CO2) 11.0 % 

Oxygen (O2) 2.45 % 

Lambda 0.750 

7. 

Carbon Monoxide (CO) 0.54 % 

Toyota Kijang Krista 2000 Bad Emission 

Hydrocarbons (HC) 400 ppm 

Carbon Dioxide (CO2) 12.0 % 

Oxygen (O2) 3.0 % 

Lambda 0.400 

8. 

Carbon Monoxide (CO) 2.15 % 

Toyota Rush 2008 Bad Emission 

Hydrocarbons (HC) 250 ppm 

Carbon Dioxide (CO2) 6.0 % 

Oxygen (O2) 2.3 % 

Lambda 1.200 

9. 

Carbon Monoxide (CO) 0.70 % 

Toyota Kijang Innova 2007 Bad Emission 

Hydrocarbons (HC) 600 ppm 

Carbon Dioxide (CO2) 7.2 % 

Oxygen (O2) 1.80 % 

Lambda 0.850 

10. 

Carbon Monoxide (CO) 2.45 % 

Toyota Agya 2012 Bad Emission 

Hydrocarbons (HC) 80 ppm 

Carbon Dioxide (CO2) 8.0 % 

Oxygen (O2) 2.5 % 

Lambda 1.800 

 
A series of vehicle emission gas data tests 

were carried out to ensure the system was 
functioning properly. There are 10 test data, each 
of which has five emission elements, namely 
Carbon Monoxide, Hydrocarbons, Carbon 
Dioxide, Oxygen, and Lambda. There are two 
elements that are dominant determinants for 
whether the results of vehicle exhaust emissions 
are good. Hydrocarbons and Carbon Monoxide 
are gases that are harmful to the body and their 
thresholds serve as benchmarks for system 
decision makers. 
 

CONCLUSION 
A Bayesian network-based system for 

vehicle emission diagnostics has been 
successfully developed. The application of 
Bayesian networks in intelligent system design 
begins with the creation of a network model. The 
MSBNx application is used to generate emission 
percentages based on the value of each state. 
The percentage results collected are used as a 
reference when building a Bayesian network 
algorithm in the MATLAB application. It also 
provides the ability to enter data that will be used 
as a basis for calculating the percentage of 



p-ISSN: 1410-2331  e-ISSN: 2460-1217 

 

D. Romahadi et al., Development of a smart system for gasoline car emissions diagnosis … 217 

 

emissions and engine condition in the system. 
Furthermore, the application development uses 
the App Designer menu so that the system can 
be installed on each computer and is easy to 
operate. 

The Bayesian network model was 
successfully built based on the concept of vehicle 
emission analysis. The emission measurement 
results using a Bayesian Networks-based system 
are superior in terms of time when compared to 
reading the emission test results manually. The 
network consists of 16 nodes with 7 input nodes 
and 9 output nodes. The 16 nodes are connected 
according to their function so that it becomes a 
system capable of diagnosing vehicle emissions. 
According of ten tests using different data, all 
data entered can be predicted quickly and 
accurately by the system. All software features 
also work fine. 

It is advisable to embed the system with a 
control device connected to the emission gas 
sensor so that actual results are obtained. It is 
necessary to adapt the program to the controller 
base used. It is necessary to design an 
appropriate emission device model for the 
housing of all components. 
 
ACKNOWLEDGMENT 

This research was supported by Mercu 
Buana University. We thank our colleagues from 
Beijing Institute of Technology who provided 
insight and expertise that greatly assisted the 
research, although they may not agree with all of 
the interpretations/conclusions of this paper. 

 
REFERENCES 
[1] N. Nechita-Banda et al., “Monitoring 

emissions from the 2015 Indonesian fires 
using CO satellite data,” Philos. Trans. R. 
Soc. B Biol. Sci., vol. 373, no. 1760, 2018, 
doi: 10.1098/rstb.2017.0307. 

[2] B. Sokolnicka, P. Fuć, P. Lijewski, N. 
Szymlet, and M. Siedlecki, “Analysis of 
specific emission of exhaust gases from 
gasoline direct injection engine in real 
operation conditions and on dynamic engine 
dynamometer,” 2018 Int. Interdiscip. PhD 
Work. IIPhDW 2018, pp. 231–233, Jun. 
2018, doi: 10.1109/IIPHDW.2018.8388363. 

[3] D. Romahadi, N. Ruhyat, and L. B. D. 
Dorion, “Condensor design analysis with 
Kays and London surface dimensions,” 
SINERGI, vol. 24, pp. 81–86, 2020, doi: 
10.22441/sinergi.2020.2.001. 

[4] F. Anggara, D. Romahadi, A. L. Avicenna, 
and Y. H. Irawan, “Numerical analysis of the 
vortex flow effect on the thermal-hydraulic 
performance of spray dryer,” SINERGI, vol. 

26, no. 1, pp. 23–30, Feb. 2022, doi: 
10.22441/sinergi.2022.1.004. 

[5] M. S. Alam, B. Hyde, P. Duffy, and A. 
McNabola, “Assessment of pathways to 
reduce CO2 emissions from passenger car 
fleets: Case study in Ireland,” Appl. Energy, 
vol. 189, pp. 283–300, Mar. 2017, doi: 
10.1016/J.APENERGY.2016.12.062. 

[6] W. Huang, H. Li, H. Fan, and Y. Qian, 
“Causation mechanism analysis of excess 
emission of flue gas pollutants from 
municipal solid waste incineration power 
plants by employing the Fault Tree 
combined with Bayesian Network: A case 
study in Dongguan,” J. Clean. Prod., vol. 
327, p. 129533, Dec. 2021, doi: 
10.1016/J.JCLEPRO.2021.129533. 

[7] Y. Zhu, Z. Chen, and Z. Asif, “Identification 
of point source emission in river pollution 
incidents based on Bayesian inference and 
genetic algorithm: Inverse modeling, 
sensitivity, and uncertainty analysis,” 
Environ. Pollut., vol. 285, p. 117497, Sep. 
2021, doi: 10.1016/J.ENVPOL.2021.117497. 

[8] A. A. Luthfie, D. Romahadi, H. Ghufron, and 
S. D. Murtyas, “Numerical simulation on rear 
spoiler angle of mini MPV car for conducting 
stability and safety,” SINERGI, vol. 24, no. 1, 
pp. 23–28, Dec. 2019, doi: 
10.22441/sinergi.2020.1.004. 

[9] M. Aghaabbasi, Z. A. Shekari, M. Z. Shah, 
O. Olakunle, D. J. Armaghani, and M. 
Moeinaddini, “Predicting the use frequency 
of ride-sourcing by off-campus university 
students through random forest and 
Bayesian network techniques,” Transp. Res. 
Part A Policy Pract., vol. 136, pp. 262–281, 
Jun. 2020, doi: 10.1016/J.TRA.2020.04.013. 

[10] H. V. Pham, A. Sperotto, E. Furlan, S. 
Torresan, A. Marcomini, and A. Critto, 
“Integrating Bayesian Networks into 
ecosystem services assessment to support 
water management at the river basin scale,” 
Ecosyst. Serv., vol. 50, p. 101300, Aug. 
2021, doi: 
10.1016/J.ECOSER.2021.101300. 

[11] Y. Luo et al., “A situational awareness 
Bayesian network approach for accurate 
and credible personalized adaptive 
radiotherapy outcomes prediction in lung 
cancer patients,” Phys. Medica, vol. 87, pp. 
11–23, Jul. 2021, doi: 
10.1016/J.EJMP.2021.05.032. 

[12] C. Liu, Y. Wang, X. Li, Y. Li, F. Khan, and B. 
Cai, “Quantitative assessment of leakage 
orifices within gas pipelines using a 
Bayesian network,” Reliab. Eng. Syst. Saf., 
vol. 209, p. 107438, May 2021, doi: 



SINERGI Vol. xx, No. x, xxxxxx 20xx: xxx-xxx 

 

218 D. Romahadi et al., Development of a smart system for gasoline car emissions diagnosis … 

 

10.1016/J.RESS.2021.107438. 
[13] X. Zhao, B. Peng, E. Elahi, C. Zheng, and A. 

Wan, “Optimization of Chinese coal-fired 
power plants for cleaner production using 
Bayesian network,” J. Clean. Prod., vol. 273, 
p. 122837, Nov. 2020, doi: 
10.1016/J.JCLEPRO.2020.122837. 

[14] D. Romahadi, H. Xiong, and H. Pranoto, 
“Intelligent system for gearbox fault 
detection & diagnosis based on vibration 
analysis using Bayesian Networks,” in IOP 
Conference Series: Materials Science and 
Engineering, 2019, vol. 694, doi: 
10.1088/1757-899X/694/1/012001. 

[15] M. Soleimani, F. Campean, and D. Neagu, 
“Integration of Hidden Markov Modelling and 
Bayesian Network for fault detection and 
prediction of complex engineered systems,” 
Reliab. Eng. Syst. Saf., vol. 215, p. 107808, 
Nov. 2021, doi: 
10.1016/J.RESS.2021.107808. 

[16] P. G. Morato, K. G. Papakonstantinou, C. P. 
Andriotis, J. S. Nielsen, and P. Rigo, 
“Optimal inspection and maintenance 
planning for deteriorating structural 
components through dynamic Bayesian 
networks and Markov decision processes,” 
Struct. Saf., vol. 94, p. 102140, Jan. 2021, 
doi: 10.1016/J.STRUSAFE.2021.102140. 

[17] S. Pérez, C. German-Labaume, S. Mathiot, 
S. Goix, and P. Chamaret, “Using Bayesian 
networks for environmental health risk 
assessment,” Environ. Res., vol. 204, p. 
112059, Mar. 2021, doi: 
10.1016/J.ENVRES.2021.112059. 

[18] D. Romahadi, F. Anggara, R. P. Youlia, H. 
L. Habibullah, and H. Xiong, “Bayesian 
networks approach on intelligent system 
design for the diagnosis of heat exchanger,” 
SINERGI, vol. 26, no. 2, pp. 127–136, May 
2022, doi: 10.22441/SINERGI.2022.2.001. 

[19] A. A. Ojugo and A. O. Eboka, “Empirical 
Bayesian network to improve service 
delivery and performance dependability on a 
campus network,” IAES Int. J. Artif. Intell., 
vol. 10, no. 3, pp. 623–635, Sep. 2021, doi: 
10.11591/IJAI.V10.I3.PP623-635. 

[20] R. Karsi, M. Zaim, and J. El Alami, 
“Assessing naive Bayes and support vector 
machine performance in sentiment 
classification on a big data platform,” IAES 
Int. J. Artif. Intell., vol. 10, no. 4, pp. 990–
996, Dec. 2021, doi: 
10.11591/IJAI.V10.I4.PP990-996. 

[21] D. Romahadi, A. A. Luthfie, W. 
Suprihatiningsih, and H. Xiong, “Designing 
expert system for centrifugal using vibration 

signal and Bayesian Networks,” Int. J. Adv. 
Sci. Eng. Inf. Technol., vol. 12, no. 1, pp. 
23–31, 2022, doi: 
10.18517/IJASEIT.12.1.12448. 

[22] S. El Amrani et al., “Modelling and 
assessing sustainability of a supply chain 
network leveraging multi Echelon Bayesian 
Network,” J. Clean. Prod., vol. 302, p. 
126855, Jun. 2021, doi: 
10.1016/J.JCLEPRO.2021.126855. 

[23] H. Li, C. Guedes Soares, and H. Z. Huang, 
“Reliability analysis of a floating offshore 
wind turbine using Bayesian Networks,” 
Ocean Eng., vol. 217, p. 107827, Dec. 2020, 
doi: 10.1016/j.oceaneng.2020.107827. 

[24] X. Zhang and S. Mahadevan, “Bayesian 
network modeling of accident investigation 
reports for aviation safety assessment,” 
Reliab. Eng. Syst. Saf., vol. 209, p. 107371, 
May 2021, doi: 
10.1016/J.RESS.2020.107371. 

[25] O. Núñez-Mata, R. Palma-Behnke, F. 
Valencia, A. Urrutia-Molina, P. Mendoza-
Araya, and G. Jiménez-Estévez, “Coupling 
an adaptive protection system with an 
energy management system for microgrids,” 
Electr. J., vol. 32, no. 10, p. 106675, Dec. 
2019, doi: 10.1016/j.tej.2019.106675. 

[26] H. Margossian, G. Deconinck, and J. 
Sachau, “Distribution network protection 
considering grid code requirements for 
distributed generation,” IET Gener. Transm. 
Distrib., vol. 9, no. 12, pp. 1377–1381, Sep. 
2015, doi: 10.1049/iet-gtd.2014.0987. 

[27] A. Khosbayar, J. Valluru, and B. Huang, 
“Multi-rate Gaussian Bayesian network soft 
sensor development with noisy input and 
missing data,” J. Process Control, vol. 105, 
pp. 48–61, Sep. 2021, doi: 
10.1016/J.JPROCONT.2021.07.003. 

[28] A. A. Andriawan, N. Ruhyat, and M. Kirkland 
Ngala, "Analysis of Changes in ACM 
Performance in PK-XXX Aircraft with 
Modification of Cleaning Method to Get a 
Comfortable Temperature," Journal of 
Integrated and Advanced Engineering 
(JIAE), vol. 2, no. 1, pp. 45-54, 2022, doi: 
10.51662/jiae.v2i1.38 

[29] M. I. Jahirul, H. H. Masjuki, R. Saidur, M. A. 
gasolineKalam, M. H. Jayed, and M. A. 
Wazed, “Comparative engine performance 
and emission analysis of CNG and gasoline 
in a retrofitted car engine,” Appl. Therm. 
Eng., vol. 30, no. 14–15, pp. 2219–2226, 
Oct. 2010, doi: 10.1016/ 
J.APPLTHERMALENG.2010.05.037. 

 


