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Abstract  
The objective of solving feature-based localization problems is to 
estimate the path of the robot referring to a given map. Thus, it is not 
surprising that robust estimators such as Smooth Variable Structure 
Filter (SVSF) are often used to handle this problem. Basically, its use 
is highly dependent on an accurate system model and known 
statistical noise. Where neither of these are available by definition. 
Therefore, the conventional way is not recommended and the use of 
an adaptive filter approach can be involved. Based on this and 
although only partially, Innovation Adaptive Estimation (IAE) has 
been considered to have a positive influence on improving the 
performance of the estimator. But not infrequently the solutions 
offered by this approach also lead to divergences due to unmapped 
dynamic conditions. Moreover, in this proposal, IAE is enhanced by 
applying Artificial Bee Colony-Tuned Fuzzy Logic. The hope is that 
there is quality control for the process noise covariance Q and R 
measurements by updating them based on the output of this ABC-
Tuned FLC.  
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INTRODUCTION  

Localization is a problem where by solving 
it the robot can find out its position on a given map 
[1, 2, 3]. Solving this problem becomes important 
when the robot is required to complete a task 
based on certain coordinate information on the 
map. In simple terms, of course this work can be 
completed with the help of the built-in sensors. 
However, actually due to poor sensor readings 
accompanied by uncertainty, the robot cannot 
directly do this job. For this reason, filtering 
methods are often applied with the aim of 
removing uncertainty from the sensor. And robust 
estimators such as Smooth Variable Structure 
Filter (SVSF) are relevant to be applied in this 
case [4, 5, 6].  

Nevertheless, the use of SVSF naturally 
requires knowledge of the characteristics of the 
statistical noise as well as the accuracy of the 
system model. These characteristics include 
knowledge of the mean and covariance of both 

process noise and measurement noise when the 
system is modeled Gaussian [7, 8, 9]. While in the 
system model, the accuracy in question is the 
precision value of each variable that has the 
potential to cause the situation to change. Judging 
from this analogy, it is certainly impossible for both 
of them to be perfectly fulfilled. This is due to the 
unpredictable noise state, and the approach used 
in system modeling is kinematic [10, 11, 12]. Due 
to these two things, defining noise up front and 
holding it constant across all iterations is no longer 
recommended. Instead of getting convergence, 
the application of this conventional method will 
actually make SVSF provide a state of divergence 
when applied to real conditions [4, 13, 14]. 
Therefore, it is obvious that SVSF needs to be 
enhanced before it is implemented.  

Referring to the previous description, the 
objective of this improvement is how to define the 
statistical noise that is conventionally determined 
and then can be replaced with a quantity that is 
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adjusted to the dynamic conditions and the system 
itself. In short, this is called the adaptive approach.  

There are several types of adaptive 
approaches, and one of them will be applied to this 
proposal, namely Batch estimation of parameters 
[14][15]. This adaptation method is to apply an 
offline calculation technique to estimate the 
system and measurement noise based on a batch 
of adaptation. And in this paper, Maximum 
Likelihood Estimation [12, 16, 17] will be involved 
in the initial process. As reported in [11], by 
utilizing the information of the predicted error 
covariance, the estimated error covariance of the 
process and measurement can be determined. 
Regarding to this principle, the approach named 
Innovation Adaptive Estimation. Although this 
process has significantly provided updated 
covariance values for  and , the quality is still 
lacking. This is indicated by a significant difference 
between the theoretical and the actual of the 
covariant state. So that corrective action is needed 
before this covariance is applied to the next 
iteration. In this paper, corrections are made by 
utilizing the degree of mismatch information from 
the two measurement error covariance conditions. 
Whenever adaptive SVSF is performed and 
adaptive determination is conducted at the last 
process, the diversity will then be used as a 
reference for determining the scale of the modifier.  

However, because of the level of complexity 
contained in this determination, a Fuzzy Logic 
Controller [18, 19, 20, 21] is applied. Although the 
level of complexity has decreased, theoretically 
the use of FLC can only be improved by 
optimization. And referring to the principle of how 
FLC is applied in this case, namely online, the 
appropriate and relevant types of optimizations 
are metaheuristic and evolutionary algorithms. 
And in this research, the tuning algorithm involved 
is Artificial Bee Colony [22, 23, 24]. Two factors 
underlying the selection of the tuning method are 
the better convergence rate compared to Genetic 
Algorithm (GA) [25, 26, 27, 28] and low 
computational cost similar to Particle Swarm 
Optimization [10, 21, 23, 29] and Differential 
Evolution (DE) [22, 23, 30]. Thus, adaptive SVSF 
is scaled up and ready to deploy.  

In this paper, the application of the 
proposed method is a localization algorithm. Thus, 
it is called A FLC-ABC-Optimized IAE-Adaptive 
SVSF for Localization. This use will also be used 
as a prefix in validating the effectiveness of the 
method. By jointly solving the problem of 
localization of mobile robots, the proposed method 
will be compared with its predecessors, such as 
the IAE-ASVSF algorithm, SVSF-based 
Localization Algorithm. The observed variable 
used is the Root Mean Square Error which 

represents the level of deviation between the 
reference and the estimated result.  
 
METHOD 

According to the previous section, it is clear 
to state that there are some materials and 
methods applied to support the algorithm 
enhancement. Therefore, through this section the 
theoretical are presented.   

 
IAE-Adaptive SVSF 

The dominant problem solving of 
localization in this research case is the use of 
filtering. Thus, in this subsection adaptive filtering 
of SVSF is given. SVSF itself is a type of robust 
filtering that utilizes a sliding mode concept in 
making estimates. It is relatively considered to 
meet the shortcomings of its predecessor, the 
EKF, especially in the stability and robustness of 
the estimate. Although it is also a predictor-
corrector such as EKF, this advantage is 
supported by the presence of gain based on 
discontinuous gain and limits the state estimation 
around the true state of the trajectory. The 
adaptive itself is a recursive ability to provide 
estimation parameters by adding several 
formulations that represent knowledge about 
noise statistics in each process. Here the 
Innovation Adaptive Estimation (IAE) of Adaptive 
SVSF [11] is presented.  Given the dynamic model 
of nonlinear system 

{
𝑥𝑘 = 𝑓(𝑥𝑘−1, 𝑢𝑘) + 𝜔𝑘−1

𝑧𝑘 = ℎ(𝑥𝑘) + 𝜈𝑘
 (1) 

and the characteristic of its noise statistic 

{

𝐸[𝜔𝑘] = 0, 𝐶𝑜𝑣[𝜔𝑘, 𝜔𝑗] = 𝑄𝑘𝛿𝑘𝑗

𝐸[𝑣𝑘] = 0, 𝐶𝑜𝑣[𝑣𝑘, 𝑣𝑗] = 𝑅𝑘𝛿𝑘𝑗

𝐸[𝜔𝑘 , 𝜈𝑘]

 (2) 

the formulation of adaptive SVSF determined by 
applying Innovation Adaptive Estimation can be 
summarized as follows.   

𝑥̂𝑘 = 𝑓(𝑥̂𝑘−1|𝑘−1, 𝑢𝑘) + 𝑞𝑘−1 (3) 

𝑃𝑘|𝑘−1 = 𝐹𝑃𝑘−1|𝑘−1𝐹𝑇 + 𝑄𝑘−1 (4) 

Since the system is Gaussian, (3) and (4) 
represent the mean and covariance for the 
predicted state, respectively. Where, 𝑓(. ) is 
transition function applying the motion model, and 
F its Jacobean matrix calculated as determining 
partial derivative of 𝑓(. ) with respect to the state. 

Moreover, by knowing the actual measurement 𝑧𝑘 
the process is continued by calculating the 
innovation error 𝑒𝑘|𝑘−1. This error shows deviation 

between the actual and predicted 
measurement  𝑧̂𝑘|𝑘−1.  
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𝑧̂𝑘|𝑘−1 = ℎ(𝑥̂𝑘|𝑘−1) + 𝑟𝑘 (5) 

𝑒𝑘|𝑘−1 = 𝑧𝑘 − 𝑧̂𝑘|𝑘−1 (6) 

Then the corresponding covariance of innovation 
error given in (6) can be computed as follows 

𝑆𝑘 = 𝐻𝑃𝑘|𝑘−1𝐻𝑇 + 𝑅𝑘 (7) 

Where H is Jacobean matrix as determined by 
calculating the partial derivative of measurement 
values with respect to the predicted state  𝑥̂𝑘|𝑘−1. 

As note, the measurement mean is computed by 
utilizing the measurement function h(.) as given in 
(5). Up to this point, the prediction and conjunction 
stage are done. Next, aiming to get the mean and 
covariance of the state for the next iteration, the 
correction stage needs to conduct.  

The essential of correction stage is to 
determine the gain of ASVSF utilizing the 

saturation function 𝑠𝑎𝑡[𝜓−1  ̅  𝑒𝑘|𝑘−1̅̅ ̅̅ ̅̅ ̅̅̅̅ ̅̅ ̅̅ ̅̅ ], and other 

parameters 

𝑠𝑎𝑡[𝜓−1 𝑒𝑘|𝑘−1 ̅̅ ̅̅ ̅̅ ̅̅̅̅ ̅̅ ̅̅ ̅̅ ]

= {

1 𝜓−1 𝑒𝑘|𝑘−1̅̅ ̅̅ ̅̅ ̅̅̅̅ ̅̅ ̅̅ ̅̅ > 1

𝜓−1 𝑒𝑘|𝑘−1̅̅ ̅̅ ̅̅ ̅̅̅̅ ̅̅ ̅̅ ̅̅ −1 >  𝜓−1 𝑒𝑘|𝑘−1̅̅ ̅̅ ̅̅ ̅̅̅̅ ̅̅ ̅̅ ̅̅ < 1

−1 𝜓−1 𝑒𝑘|𝑘−1̅̅ ̅̅ ̅̅ ̅̅̅̅ ̅̅ ̅̅ ̅̅ ≤ −1

 
(8) 

where 

𝜓 = ( 𝐴 ̅̅ ̅̅̅ ̅−1𝐻𝑃𝑘|𝑘−1𝐻𝑇(𝑆𝑘)−1)
−1

 (9) 

𝐴 = |𝑒𝑘|𝑘−1 |
𝑎𝑏𝑠

+ 𝛾|𝑒𝑘−1|𝑘−1|
𝑎𝑏𝑠

  (10) 

Once (8) – (10) are obtained, the ASVSF’s gain 
𝐾𝑘   can be computed as follows 

𝐾𝑘 = 𝐻+{𝐴 ∘ 𝑠𝑎𝑡[𝜓−1 𝑒𝑘|𝑘−1 ̅̅ ̅̅ ̅̅ ̅̅̅̅ ̅̅ ̅̅ ̅̅ ]}[𝑒𝑘|𝑘−1̅̅ ̅̅ ̅̅ ̅̅̅̅ ̅̅ ̅̅ ̅̅ ]
−1

  (11) 

and the correction step, producing the posterior 
mean and covariances, is sequentially conducted 
as follows  

𝑥̂𝑘|𝑘 = 𝑥̂𝑘|𝑘−1 + 𝐾𝑘𝑒𝑘|𝑘−1 (12) 

𝑃𝑘|𝑘 = (𝐼 − 𝐻𝐾𝑘)𝑒𝑘|𝑘−1𝑒𝑘|𝑘−1
𝑇 (𝐼 − 𝐻𝐾𝑘)𝑇

+ 𝐾𝑘𝑅𝑘𝐾𝑘
𝑇  

(13) 

where 𝑒𝑘|𝑘  is updated by the following equation 

𝑒𝑘|𝑘 = 𝑧𝑘 − ℎ(𝑥̂𝑘|𝑘) − 𝑟𝑘 (14) 

And the last step of ASVSF is enclosed by 
recursively adding it with covariance matrix of the 

process 𝑄̂ and measurement  𝑅̂ 

𝑄̂ = 𝐾𝑘𝐶𝑘𝐾𝑘
𝑇 (15) 

𝑅̂ = 𝐶𝑘 − 𝐻𝑃𝑘|𝑘−1𝐻𝑇 (16) 

where 𝐶𝑘 represents moving average of error 
expectation 

𝐶𝑘 =
1

𝑁
∑ 𝑒𝑗𝑒𝑗

𝑇

𝑘

𝑗=𝑘−𝑁+1

  (17) 

 

Fuzzy Logic Controller (FLC) 
Fuzzy Logic Controller (FLC) is a type of 

controller that can be applied as a closed-loop 
controller [21, 31, 32, 33, 34]. As the name 
suggests, this controller not only utilizes the 
setpoint as its input but also feedback which is a 
representation of the output. Fuzzy logic is used in 
some controllers because it does not require an 
accurate system model to control. Fuzzy logic 
works by executing rules that relate the controller 
input to the desired output. These rules are usually 
created through the designer's intuition or 
knowledge of the operation of the controlled 
system. Whatever the system, there are three 
basic steps that characterize all fuzzy logic 
controllers. These steps include fuzzification of 
controller input, execution of controller rules, and 
defuzzification of output to firm values for the 
controller to implement. 
 
Artificial Bee Colony (ABC) 

The ABC algorithm is a newcomer to the 
area of swarm-based optimization. ABC, like any 
other population-based optimization technique, 
starts with a set of possible solutions. According to 
ABC, potential options include honey bee food 
sources. The quality (nectar quantity) of the food 
supply is used to determine fitness. In the colony, 
there are three categories of bees: spectator bees, 
employed bees, and scout bees. The food sources 
are equal to the number of employed or onlooker 
bees. Employed bees are linked to food sources, 
whereas spectator bees remain in the hive and 
use the information obtained by employed bees to 
determine the food source [22]. Meanwhile, one of 
the employed bees' food sources is depleted, she 
becomes a scout bee, searching for a new food 
source at random  

ABC is an iterative procedure, similar to the 
other swarm-based algorithms. The evolution of 
an ABC population is derived from two key 
processes: the variation process, which allows for 
exploration of different areas of the search space, 
and the selection process, which facilitates the 
exploitation of previous experiences. However, 
even if the population has not converged to a local 
optimum, ABC has been demonstrated to 
occasionally halt progressing toward the global 
optimum. The ABC process is divided into four 
phases: initialization, employed bees, observer 
bees, and scout bees, each of which is described 
below. 
 
Initialization of the population 
 Initially, the population of N solutions are 
uniformly generated. In which each solution 𝑥𝑖 for 

𝑖 = (1,2, … , 𝑁) is M-dimensional vector for M 
representing the number of variables to be 
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optimized. Therefore, 𝑥𝑖 is representation for the 𝑖-
th food source storing in the population, which can 
be generated as follows  

𝑥𝑖
𝑗

= 𝑥𝑚𝑖𝑛
𝑗

+ 𝑟𝑛𝑑[0,1](𝑥𝑚𝑎𝑥
𝑗

− 𝑥𝑚𝑖𝑛
𝑗

) ∀ 𝑗

= 1,2, … , 𝑀  
(18) 

Employed Bees Phase 
Referring to the information of individual 

experiences and the fitness value (nectar amount) 
of the new solution, employed bees then modify 
the current solution. The modification is done by 
updating the position of the candidate solution in 

the population. The update position of 𝑥𝑖
𝑗
is done 

by following equation 

𝑣𝑖
𝑗

= 𝑥𝑖
𝑗

+ Φ𝑖
𝑗
(𝑥𝑖

𝑗
− 𝑥𝑖

𝑘) ∀  𝑘

= 1,2, … , 𝑁 𝑎𝑛𝑑 𝑗
= 1,2, … , 𝑀     

(19) 

As note, 𝑘 and 𝑖 are index that should be different 
to each other in order to get significant contribution 

of step size (𝑥𝑖
𝑗

− 𝑥𝑖
𝑘) and Φ is generated 

randomly [-1,1]. 
 
Onlooker Bees Phase  

In this phase, the onlooker bees select a 
solution based on the probability. This selection is 
done by firstly analyzing the information fitness 𝑓𝑖𝑡 
and position of updated solution (food souce) 
shared by all employed bees previously. In which 
the probability 𝑝 calculation for 𝑖-th can be done as 
follows 

𝑝𝑖 =
𝑓𝑖𝑡𝑖

∑ 𝑓𝑖𝑡𝑖
𝑁
𝑖=1    

  (20) 

 
Scout Bees Phase 

If the position of a food source is not 
updated for a predefined amount of cycles, it is 
presumed that the food source has been 
abandoned, and the scout bees phase begins. 
During this phase, the abandoned food source's 
bee transforms into a scout bee, and the 
abandoned food source is replaced with a 
randomly picked food source within the search 
space. The predetermined number of cycles, 
known as the limit for abandonment in ABC, is a 
critical control parameter. Assume the abandoned 
food source is xi, and the scout bee replaces it with 
fresh xi as follows 

𝑥𝑖
𝑗

= 𝑥𝑚𝑖𝑛
𝑗

+ 𝑟𝑛𝑑[0,1](𝑥𝑚𝑎𝑥
𝑗

− 𝑥𝑚𝑖𝑛
𝑗

) ∀ 𝑗

= 1,2, … , 𝑀  
(21) 

where 𝑥𝑚𝑖𝑛
𝑗

 and 𝑥𝑚𝑎𝑥
𝑗

 (in (12) and (15)) are bottom 

and up boundaries for 𝑥𝑖  in 𝑗-th direction, 
respectively.  
 
 
 

Algoritma 1 Artificial Bee Colony 

Initialize Population using (12) 
Cycle=1 
while Cycle<MaxC do 

1 Produce new solution 𝑣𝑖 using (13) and 
evaluate them 

2 Selection Process using Greedy Principle 
3 Calculate the probability value 𝑝𝑖 using 

(14) 
4 Produce new solution 𝑣𝑖 for selected 

solution 𝑥𝑖 referring to 𝑝𝑖 
5 Selection Process using Greedy Principle 
6 Determine the abandoned solution, if 

exists, and replace it with a new randomly 
generated solution 𝑥𝑖  using (15) 

7 Storing Best Solution for Every Cylcle 
8 Cycle = Cycle + 1 

endwhile 
 
Proposed Method 
 As mentioned earlier the proposed method is 
about enhancing the performance of IAE-ASVSF 
by involving the ABC-tuned FLC. Moreover, the 
proposed method is further formed as Localization 
algorithm of mobile robot. In which is, the general 
process can be graphically expressed as in Figure 
1. As shown in Figure 1, the enhancement is 
started by tuning the IAE-Adaptive SVSF. It is 
done as follows 

Given the static cartesian map, the robot in 
its perception start to estimate the coordinate for 
every feature. The process is initially conducted by 
predicting the state vector, the representation of 
all marginalized pose of the robot, using the 
motion model in form of transition function in (3). 
Sequentially, the corresponding covariance is also 
computed as in (4). Next, the error innovation is 
calculated by firstly forming the given map as 𝑧𝑘 
and involving the predicted measurement  𝑧̂𝑘.  

As note, this predicted measurement is 
computed by applying the direct point-based 
observation [7][12]. Meeting all the rest procedure 
of localization then candidate solution, estimated 
pose, is obtained. 

 
Figure 1. Flowchart of the Proposed Algorithm 
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Supposing that, these sequential processes 
happen in each step, therefore, the theoretical 
covariance of error measurement is given as in 
(7). Together with this value, the updated 
covariance of the process 𝑄 and measurement 𝑅 
are available. In this point, the materials used for 
tuning are ready.  

 
Degree of Matching 

The update 𝑄 and R might potensially 
diverges from the need of next iteration. Since 
both of them are related to the actual covariance 
𝐶𝑘 of the error measurement computed in (12) and 
(13) respectively, diversity from the theoretical one 
is possible. It is clear since 𝐶𝑘 is produced 
according only to expectation values of innovation 
error as shown in (12). And this diversity is called 
Degree of Matching (𝐷𝑜𝑀). Mathematically, it is 
described as follows 

𝐷𝑜𝑀 = 𝐶𝑘 − 𝑆𝑘 (22) 

Normally, it should be zero in every iteration of 
ASVSF. Therefore, the objective of this 
enhancement is to maintain DoM to always be 
zero. It is done by continuously rescaling 𝑄 and 
𝑅 based on the factor/adjuster obtained from DoM 

itself. Noting that, the adjuster 𝐴𝑑𝑗 is the variable 

used for rescaling 𝑄 and 𝑅 as given in (23) and 
(24), respectively. 

𝑄 = 𝑄 ∗ 𝐴𝑑𝑗 (23) 

𝑅 = 𝑅 + 𝐴𝑑𝑗 (24) 

Referring to (16) then DoM will be positive 
whenever  𝑆𝑘 is smaller to 𝐶𝑘. Thus, in case of 

enhancement, 𝑆𝑘  needs to be upscaled. To satisfy 

this requirement, based on (7) 𝑆𝑘 can be changed 

by upscaling 𝑅. This relation shows that 𝐴𝑑𝑗 in (18) 
should be positive when DoM is positive or vice 
versa. However, Q and R should be positive 
definite matrices. Therefore, 𝐴𝑑𝑗 cannot be set as 
negative when the DoM is negative. For this 
reason, 𝐴𝑑𝑗 is always be positive.  
 
IAE-SVSF Tuned-FLC 

As known that DoM is dynamically given 
every iteration, it means adjuster 𝐴𝑑𝑗 should be 
determined online. And through this paper, the 
FLC is used to online producing the proper 𝐴𝑑𝑗. In 
which, the decision is made based on Min-Max 
Mamdani method. Knowing the relationship of 
𝐷𝑜𝑀 and 𝐴𝑑𝑗, as basis the membership function 
of the input and output of FLC is given as follows. 

And FIS used for this work is Mamdani Min-
Max principle with the following rule connected by 
operator “and”. it can be seen as follows: 

 
(a) 

 
(b) 

Figure 2. Input and Output Following Triangular 
Membership Function. (a) shows the DoM values 

in [-1,1] with linguistic term of 
“Negative”,”Average”,”Positive” (b) (a) shows the 

DoM values in [0,1] with linguistic term of 
“Small”,”Moderate”,”Big”. 

 
  

If(DoM is Positive) then (Adj is Big) (1) 
If(DoM is Negative) then (Adj is Small) (1) 
If(DoM is Average) then (Adj is Moderate) (1) 
If(DoM is Average) then (Adj is Big) (1) 
If(DoM is Negative) then (Adj is Big) (1) 
If(DoM is Average) then (Adj is Small) (1) 
If(DoM is Positive) then (Adj is Small) (1) 

And defuzzification method applied for this project 
in centroid which mathematically presented as 
follows 

𝑥𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑 =
∑ 𝜇(𝑥𝑖)𝑖 𝑥𝑖

∑ 𝜇(𝑥𝑖)𝑖

 
(25) 

Where 𝜇(𝑥𝑖) represents the membership value of 
the point 𝑥𝑖 .   
 
ABC Tuned-FLC 

As can be seen in Figure 2, the normal 
DoM and Adj is designed based only on theoretical 
side. However, the dynamicity of DoM is 
unpredictable. So that, the representation of the 
output cannot be linear as shown in Figure. 2(b). 
For this reason, by globally evaluating the 
performance IAE-ASVSF tuned by FLC, the ABC 
is involved. Shortly, the ABC with its heuristic 
ability finds the proper adjustment for input and 
output membership function.   

Considering the DoM will always give two 
different condition which is positive and negative, 
the up and bottom boundary are set. This is 
intended to force the DoM value in the range [-1, 
1]. So, the objective in finding the right setting is 
only focused on the membership function of the 
output.  
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Furthermore, consider that there are 3 
optimization variables, namely mb1, mb2, and 
mb3. Where these variables are the top of the 
triangle of "Small", "Moderate", and "Big" in the 
output membership function. In order to maintain 
the estimation process, all three are also given 
limits, namely [0 0.5] for "Small", [0 1] for 
moderate, and [0.5 1] for "Big". This restriction 
applies to applications (12) and (15). The reason 
for this limitation is to keep the membership 
representation triangular. 

Apart from that described in Algorithm 1, the 
transfer of each optimization from generation to 
generation will only occur when the generation 
provides a better fitness value than the previous 
one. And in research, the number of generations 
is maximized by setting it to 200. However, to 
reduce computational costs, N which is the 
number of populations is set sufficiently, which is 
15. Next for the fitness function is the performance 
of the IAE-Adaptive SVSF FLC with flexible 
settings on the output membership function. And 
the value that reflects the fitness of each setting is 
the RMSE value of the estimated heading. This is 
based on the understanding that the inaccuracy of 
the robot in estimating its position can be seen 
from the perception of the heading. Simply put, a 
deviated heading is bound to give the wrong 
position. And conversely, the wrong position is not 
necessarily caused by the position estimation. 
And the following is the search for variables 
performed by ABC which is represented by the 
fitness value in radians for each generation/cycle. 

Based on this optimization process in 
Figure 3, the best fitness value is 0.001672 with 
the determining variables or the best solution 
representing mb1, mb2, and mb3 are 0.0711, 
0.3512, 0.6423, respectively. In which, 001672 is 
the best heading that can be obtained in 
optimization process in case of Q is adaptive and 
R is predefined. Therefore, the membership 
function of the output (𝐴𝑑𝑗) can be shown as in 
Figure 4. 

 

 
Figure 3. Optimization Process using ABC 

 
  

 
Figure 4. Optimized Output Membership Function 

Given By ABC 
 
RESULTS AND DISCUSSION 

In order to validate the effectiveness of the 
proposed method, some numbers of different 
methods are performed to solve the localization 
problem of wheeled mobile robot [11]. Once it is 
done, they are analyzed and compared to each 
other in term of RMSE. The methods going to be 
compared with the proposed method are SVSF, 
IAE-ASVSF. In order to get the proportional 
comparison, the following set are set as initial step 
of parameterization. 

𝑞0 = [0.3, 0.4] 

𝑄0 = 𝑑𝑖𝑎𝑔(𝑞0) 

𝑟0 = [0.85,1𝜋/180] 

𝑅0 = 𝑑𝑖𝑎𝑔(𝑟0) 

Where 𝑞0 refers to a mean of process noise and 

𝑄0 its corresponding covariance, and 𝑟0 refers to a 
mean of measurement noise and 𝑅0 its 
corresponding covariance. There are initially 
predefined and recursively changed by adaptive 
SVSF.  

The initial hypothesis is that the robot 
knows for sure its location in the global 
environment. Therefore, the following parameters 
are given before all algorithms are performed.  

𝑥0 = [0 0
35𝜋

180
]

𝑇

 

𝑃 = [
0 0 0
0 0 0
0 0 0

] 

Since 𝑃 represents the covariance of robot pose, 
initially it is set to be zero matrix to indicate there 
is no any doubt about the initial pose. The other 
parameters that are equally set at the beginning 
are 𝛾 and 𝑒0which are respectively given as 
follows 

𝛾 = 0.2  
𝑒0 = [0 0]𝑇 

Both of them are used in the process of 
determining gain of ASVSF, and they are going to 
be fixed whole the estimation process.  Moreover, 
as the localization case, it means the robot is also 
initially with a knowledge of the static map. It is 
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then used as the reference during each method’s 
work. The reference map is given in Figure 5. 

As note, the reference trajectory in Figure 5 
is assumed given by the global camera mounted 
on the top of robot during its movement and the 
correspondent to any measurement are assumed 
to be known. According to this scenario of 
simulation, SVSF, IAE-ASVSF, and proposed 
method are then simulated. The result can be 
seen in Figure 6. 

As can be seen from Figure 6, Even though 
it doesn't deviate much from the reference, it can 
be seen that the RMSE value of this performance 
is still very high. This clearly occurs because of the 
influence of significant dynamic conditions that 
cannot be responded to accurately with a precise 
and accurate representation for statistical noise 
both in the process and in its measurement. 
Meanwhile, the performance of IAE-SVSF-based 
localization algorithm is presented in Figure 7. 

As shown in Figure 6, the influence given by 
ABC in determining membership function settings 
has helped improve the previous algorithm. This 
increase is also marked by a very significant 
decrease in RMSE referring to the performance of 
the SVSF. 
 

 
Figure 5. Reference Map and Trajectory 

 

 
Figure 6. The Performance of SVSF-based 

Localization Algorithm 

 
(a) 

 
(b) 

Figure 7. The Performance of SVSF-based 
Localization used to solve Localization Problem 
of Mobile Robot (a) Its performance in the case 

that Q is fixed and R is adaptive (b) Its 
Performance in the case that R is fixed and Q is 

adaptive 
 
Different from the IAE-ASVSF which is 

presented graphically in Figure 7, the consistency 
in maintaining the performance value remains 
stable in the exchange conditions between Q and 
R. As shown in Figure 8, the influence given by 
ABC in determining membership function settings 
has helped improve the previous algorithm. This 
increase is also marked by a very significant 
decrease in RMSE referring to the performance of 
the SVSF. Different from the IAE-ASVSF which is 
presented graphically in Figure 7, the consistency 
in maintaining the performance value remains 
stable in the exchange conditions between Q and 
R. Furthermore, to clarify the differences between 
the three algorithms and also the clarity of the 
improvements provided by the proposed method, 
Table 1 and Table 2 are sequentially given as 
follows. 
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(a) 

 
(b) 

Figure 8. The Performance of A FLC-ABC-
Optimized IAE-ASVSF used to solve Localization 
Problem of Mobile Robot. (a) Its performance in 
the case that Q is fixed and R is adaptive (b)Its 
Performance in the case that R is fixed and Q is 

adaptive 
 

 
Table 1. Comparative Result of Different 

Algorithm in Case R is Fixed 

Algorithm 

RMSE 

Estimated-x 
(cm) 

Estimated-y 
(cm) 

Estimated-θ 
 (rad) 

SVSF-
Based 

Localization  
202.221 206.1832 0.013533 

IAE-
Adaptive 
SVSF-
Based 

Localization 

77.7251 67.7856 0.0048 

FLC-ABC-
Optimized 

IAE 
Adaptive 
SVSF-
Based 

Localization 

27.8267 23.817 0.00179 

 
 
 

Table 2. Comparative Result of Different 
Algorithm in Case Q is Fixed  

Algorithm 

RMSE 

Estimated-x 
(cm) 

Estimated-y 
(cm) 

Estimated-θ 
 (rad) 

SVSF-
Based 

Localization  
202.221 206.1832 0.013533 

IAE-
Adaptive 
SVSF-
Based 

Localization 

60.8383 59.8246 0.0041 

FLC-ABC-
Optimized 

IAE 
Adaptive 
SVSF-
Based 

Localization 

27.4663 22.3478 0.00164 

 
According to Table 1, the proposed method 

when the R is fixed, shows better performance in 
term of accuracy as can be shown by the obtained 
RMSE for each metrics.  

As can be seen in Table 2, the proposed 
method gives the smallest RMSE for each metrics. 
It shows that in term of accuracy, the proposed 
method when the Q is fixed is better. Based on the 
RMSE for each estimated pose, the proposed 
method shows better performance in different 
condition, namely Q is Fixed and R is Fixed. 
 
CONCLUSION 

The main contribution of this paper is to 
enhance the IAE-ASVSF by utilizing the ABC-
tuned FLC method. Knowing the diversity between 
the actual and theoretical of the error 
measurement covariance, the adjuster is 
recursively gained aiming to rescale the process 
and measurement noise statistic. Since the 
degree of match is dynamic caused by the IAE-
ASVSF producing scaling factor can optimally be 
done online. For this reason, FLC is involve. 
Moreover, this level is also unpredicatable 
because of uncertainty so that generating scaling 
factor should also approaching the heuristic 
algorithm, ABC. 
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