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Abstract  
High-reliability diagnostic equipment efficiently supported by a 
computer-based diagnostics system. For instance, a computational 
approach establishes a model that can diagnose diseases. Artificial 
intelligence has been applied to aid in the field of medical imaging. 
Classification, prediction, and localisation of lesions or dental caries 
greatly minimise the load and difficulties for clinical practitioners. In 
this study, U-Net architectures are simplified to propose the feature 
reduction of the decoder layers. This simplification of U-Net 
architectures is utilised for segmented dental caries images. This 
paper simplified the U-Net decoder layers into the level of blocks 

Half-UNet (
4

DeX ) and Half-UNet (
3

DeX ). The Half-UNet structural 

model surpasses the U-shaped structural model in terms of 
efficiency and segmentation capabilities. The simplification of the 

UNet architecture outperformed using Half-UNet 
4

DeX 0.83% of the 

dice coefficient. The Half-UNet design is able to preserve model 
performance in segmenting actual images and ground truth against 
expected ground truth. 
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INTRODUCTION 

Dental caries is a progressive dental 
condition that, if left untreated, can cause 
serious damage to other teeth, perhaps leading 
to tooth loss. Dental caries is a bacterial 
infection of the teeth [1]. Caries can be caused 
by improperly consuming foods and drinks 
containing fructose, sucrose, and glucose, 
which increase the onset of dental caries. 
Caries result from a never-ending cycle of 
demineralization and remineralization [2]. 
Caries can also be found in black and yellow. 
Caries symptoms may include dental pain, 
tooth loss, and tooth inflammation. The 
standard categorizes dental caries depending 
on their location as well as the damaged tooth. 
Caries can be classified depending on the 
degree of lesions on the tooth and positional 
categorization. The classification is based on 

the effect of caries on the amount of dentin and 
enamel. Incipient caries are situations in which 
less than half of the enamel depth is damaged. 
This is considered moderate caries when the 
enamel is more than halfway impacted but does 
not come into contact with the dentin. Advanced 
caries are distinguished by their progression to 
the dentin region, whereas severe caries 
expand beyond halfway through the dentin and 
even enter the pulp [3]. Improved hygiene 
practices, early identification of caries, and 
supportive therapy may be able to slow or stop 
the growth of the problem. Clinically, the major 
approaches for identifying dental caries are 
visual-tactile examination and dental 
radiography. 

Increasing the number of dentist clinics is 
one step toward preventing and treating dental 
diseases. However, most dental clinics are 
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dispersed across the city core. This makes 
dental treatment difficult for people in rural 
areas. Technological developments in the 
telemedicine branch can facilitate dental health 
services such as screening, consultation, 
diagnosis, and recommendations for healing 
through information technology. Thus, 
teledentistry has a major impact on the problem 
of dental disease in rural communities. This can 
save costs and patient healing time. 
Teledentistry has a significant role in improving 
oral health care in dentistry while enhancing 
access to telemedicine through digital and 
communication technologies. In contrast to 
conventional clinical approaches, teledentistry's 
progressive information and communication 
technologies have been proving more cost-
effective, precise, and adept at providing 
remote assistance to clinicians. Teledentistry 
encompasses communication technology for 
exchanging diagnostic or treatment information 
among practitioners seeking guidance, 
direction, supervision, or mentorship in dealing 
with dental issues [4]. 

However, Caries' approximations are 
difficult to distinguish due to their location, 
which makes clinical evaluation difficult. 
Erroneous interpretations might hamper the 
diagnostic process. Leveraging computational 
methods and technology can assist dentists in 
evaluating caries. A computer-based 
diagnostics system is more efficient for 
supporting high-reliability diagnostic equipment. 
A mathematical model of disease diagnosis is 
established using a computer's analytical and 
computation abilities. 

Furthermore, accurately classifying, 
predicting, and locating lesions related to this 
disease can substantially alleviate the workload 
and challenges clinical doctors face. Over the 
last few decades, artificial intelligence has been 
applied to bolster the medical imaging domain. 
Deep learning is the most common computation 
method used for automatic learning based on 
substantial medical imaging datasets as feature 
extraction vectors, namely Convolutional Neural 
Networks (CNN) [5]. CNN has been shown to 
be highly effective in computer vision 
applications such as object, face, and activity 
detection, tracking, and three-dimensional 
mapping and localization. Medical 
segmentation and diagnosis is one of the most 
significant applications of image processing and 
pattern recognition technologies [6]. 

Early detection of dental caries is usually 
utilized in dentistry. The collected data set 
consists of 74 images divided into two labels: 
cavities and non-cavities. By adjusting the 

hyperparameter, the Deep CNN (DCNN) model 
has been trained to obtain a maximum accuracy 
of 71.43% [7]. Model performance can be 
optimized, for example, by increasing the 
number of datasets, tuning the 
hyperparameters, or using pre-trained model. 
Several pre-trained models were trained to 
classify cavities and non-cavities. In 100 
iterations, VGG16, VGG19, InceptionV3, and 
ResNet50 were successfully trained with 
99.37%, 98.48%, 99.89%, and 98.01% 
accuracy, respectively [8]. The technology will 
provide a novel way for recognizing and 
categorizing various types of teeth, such as 
underlying oral anomalies, fixed partial 
dentures, and impacted teeth. Faster-RCNN 
was trained using OPG datasets and achieved 
an accuracy of 91.03% [9]. Another pre-trained 
model was evaluated for classifying caries and 
non-caries labels. EfficientNet-B0, DenseNet-
121, and ResNet-50 performed over 562 
panoramic images. When compared to 
EfficientNet-B0 and DenseNet-121, the ResNet-
50 model performed slightly better. The 
accuracy of this model was 92.00%, the 
sensitivity was 87.33%, and the F1-score was 
91.61%. This result explains how a deep 
learning model diagnosed dental caries with 
high accuracy and reliability [10]. 

An investigation was conducted to assess 
the diagnostic performance of deep learning in 
segmenting occlusal, proximal, and cervical 
caries lesions on panoramic radiographs. The 
Dental Caries Detection Network (DCDNet) was 
designed to successfully segment 504 
anonymous panoramic radiographs. DCDNet 
utilized a multi-predicted output (MPO) structure 
in the optimized last layer. Extensive 
experimental analyses resulted in an average 
F1 score of 62.79%, with the state-of-the-art 
segmentation models reaching the highest 
average F1 score of 15.69% [11]. In order to 
perform panoramic X-ray segmentation, CNN 
was additionally trained on the annotated data. 
The 1.000-image collection is organized into 14 
classifications, with each class indicating a 
different dental condition. An efficient residual 
factorized ConvNet (ERFNet) was performed 
across 200 epochs, producing 98% accuracy, 
98% precision, 91% recall, and 93% F1 score 
[12].  

Computer-aided clinic applications have 
seen significant technological advancements 
due to deep learning, enabling lesion detection 
and classification, automatic image 
segmentation, radiographic feature extraction, 
and image reconstruction. These systems 
deliver reliable diagnostic guidance by 
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optimizing AI-related technology, aiding 
radiologists in making clinical decisions and 
easing their workload. Patients and providers 
also benefit from time savings. Significantly, 
artificial intelligence-based systems can 
effectively lower barriers in medical centers 
lacking radiologists and address the uneven 
distribution of medical resources. The 
segmentation of intraoral radiographs has been 
studied by dividing 500 intraoral radiograph 
images into five different diagnoses: tooth 
decays, crowns, pulp, restoration material, and 
root-filling material. The U-Net architecture was 
performed using the F1 score, sensitivity, and 
precision results of the study, respectively: 
0.8818–0.8235–0.9491, crown; 0.9629–0.9285–
1, pulp; 0.9631–0.9843–0.9429, with restoration 
material; and 0.9714–0.9622–0.9807 was 
obtained as 0.9722–0.9459–1 for the root filling 
material [13]. 

Extensive efforts have been invested in 
exploring deep learning techniques for image 
segmentation, focusing on dental X-ray images. 
For instance, Mask RCNN and U-Net were 
utilized to perform instance segmentation, 
addressing challenges such as low contrast in 
dental X-rays. A lightweight deep learning 
method was proposed for dental X-ray image 
segmentation to facilitate deployment on edge 
devices. This lightweight approach and various 
existing lightweight deep learning methods 
underwent training using a dataset of 
panoramic dental X-ray images. By utilizing 
1500 panoramic dental X-ray images 
(256x256), which contain ten categories, the 
lightweight method achieved the best 
performance in terms of IoU (0,804) and dice 
(0,89) [14]. A proposed U-Net convolutional 
network was employed to perform segmentation 
on 10 dental X-ray images. The dataset was 
augmented, generating a total of 5000 images, 
all 224x224 pixels. The evaluation of the 
segmentation utilized ground-truth images. The 
U-Net convolutional network segmentation and 
the ground truth had only two grayscale 
intensity values (255 and 0), so the accuracy, 
sensitivity, and specificity values were all the 
same. The U-Net convolutional network has 
proven its proficiency in accurately identifying 
and outlining dental structures from X-ray 
images achieving an outstanding average 
segmentation accuracy of 97.60% [15]. 

In the realm of medical image 
segmentation, U-Net stands out as a commonly 
employed technique. Its unique U-shaped 
architecture incorporates skip connections, 
allowing the decoder to merge high-level 

semantic feature maps with low-level detailed 
feature maps from the encoder.  

However, there is a common 
misconception that the success of U-Net is 
solely tied to its U-shaped structure, leading to 
the emergence of several U-Net-based models. 
The term "U" encompasses two distinct 
architectural paths: the encoder (contracting 
layer) on the left and the decoder (expanding 
layer) on the right. The encoder performs 
downsampling to reduce the input matrix's size 
while increasing the number of feature maps. At 
the same time, the decoder path works in 
reverse to restore the matrix to its original size 
by decreasing the number of feature maps. As 
a result, a pixel-wise comparison of 
segmentation results against the ground truth is 
feasible. U-Net facilitates the flow of feature 
maps from each level of the contracting path to 
the corresponding level in the expanding path, 
enabling the classifier to analyze characteristics 
of varying sizes and complexities. Furthermore, 
UNet architecture is complex to train and 
requires much time for training execution 
[16][17]. 

This study proposes a teledentistry 
system, as shown in Figure 1, which utilizes the 
pre-trained segmentation model. The input 
image was captured by an intraoral camera and 
transformed into input tensors. The Half U-Net 
Model Controller will generate the ground truth 
tensors based on the input images. The web 
server will transmit the generated ground truth, 
which will be stored in teledentistry system 
databases. Therefore, this research proposed a 
simplified dental caries segmentation for the 
teledentistry system. 

 
METHOD 
Material 

The U-Net modification architectures were 
implemented since the original model was trained 
on a machine equipped with an Intel (R) Core i5-
6300HQ CPU, 16GB RAM, 512GB SSD, and an 
NVidia GeForce GTX 960M with 4GB VRAM. 
Recognizing the need for scalability and 
enhanced performance, several improvements 
were made to adapt the model to more powerful 
hardware configurations. 

The model was built with PyTorch in the 
Jupyter Notebook environment. This framework 
and platform combination enabled a versatile and 
efficient development environment. Furthermore, 
GPU acceleration was used to improve the 
computational speed and efficiency of the 
research, allowing for quicker execution of the 
calculation processes involved in the model's 
activities. 
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Figure 1. Teledentistry System on Clinic using Half U-Net Model 

 
Methods 

This study gives the dataset distribution 
67% as the training set, 23% as the validation 
set, and 10% as the evaluation set in order to 
deliver stable model performance that avoids 
overfitting or underfitting the UNet model. The 
dataset contains 200 dental care records 
compiled using an annotation tool. Figure 2 
depicts the research approaches utilized with the 
dental caries dataset and underlying Ground 
Truth. 

The augmentation approach depicted in 
Figure 2 includes scaling the input picture from its 
original resolution to 128x128 pixels. Then, we 
utilize ‘tf.reduce_mean’, a function that computes 
the mean of tensor elements along given axes. 

 
 

 
Figure 2. Research Method 

 

It is a basic operation that is used in many 
neural network activities, including loss 
computation and performance evaluation. The 
model training process is divided into three 
stages: training, validation, and evaluation. Each 
stage serves a distinct purpose and contributes 
to ensuring that the trained model can generalize 
effectively to unseen data and perform optimum 
for the task. Training Stage: Using labeled data, 
adjust model parameters to reduce the 
discrepancy between predictions and ground 
truth. Validation Stage: evaluating the model's 
performance on a distinct dataset to track 
progress and avoid overfitting. Evaluation Stage: 
evaluate the model's real-world capabilities using 
an unknown test dataset to get impartial 
performance metrics. The augmentation 
approach depicted in Figure 2 includes scaling 
the input picture from its original resolution to 
128x128 pixels.  

Then, we utilize ‘tf.reduce_mean’, a 
function that computes the mean of tensor 
elements along given axes. It is a basic operation 
that is used in many neural network activities, 
including loss computation and performance 
evaluation. The model training process is divided 
into three stages: training, validation, and 
evaluation. Each stage serves a distinct purpose 
and contributes to ensuring that the trained 
model can generalize effectively to unseen data 
and perform optimum for the task. Training 
Stage: Using labeled data, adjust model 
parameters to reduce the discrepancy between 
predictions and ground truth. Validation Stage: 
evaluating the model's performance on a distinct 
dataset to track progress and avoid overfitting. 
Evaluation Stage: evaluate the model's real-world 
capabilities using an unknown test dataset to get 
impartial performance metrics. 
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As a converter, full-scale skip connections 
transform the interconnection between the 
encoder and decoder (including its sub-network). 
The primary distinction between the U-Net and 
the Half-UNet is the number of decoder blocks 
employed. We deleted certain decoder blocks 
from the Half-UNet to minimize the model 
complexity and parameters, making it a smaller 
version of the UNet design. As the number of 
decoder blocks is reduced, the number of 
convolutional layers and parameters in the Half-
UNet model is reduced as compared to the 
original U-Net.  Figure 3 represents the 
distinction between the U-Net and the Half-UNet. 
Figure 3 illustrates the feature map construction 
of UNet encoder and decoder. Each denotes as 

i

EnX and
i

DeX , let i as an index in the down-

sampling layer along the encoder, 
i

DeX can be 

computed as: 

1
1 1

,

([ ( ( )) , ( ), ( ( )) ]), ,... 1
{

i
En

k i i k N
En k En De k i

X i Ni

De H C D X C X C U X i i N
X −

= = +

=

= −
=  (1) 

where (.)H is the feature aggregation 

mechanism, which consists of a batch 
normalization and the activation function. The 

function (.)C denotes feature map operation 

containing up-sampling (.)U and down-sampling 

(.)D operations.  

 

 
(a) 

 
(b) 

Figure 3. Architecture of (a) UNet [18][19] and (b) 
Half-UNet 

A set of inter-encode-decode skip 
connections transmits the low-level tensor from 

i

EnX  mini-encoder into 
1i

EnX +
, where a non-

overlapping max pooling operation is executed. 
In UNet, the decoder skip connection uses 
bilinear interpolation to transport high-level 

tensors from decoder 
i

DeX  to decoder 
1i

DeX +
. The 

UNet decoder has a more detailed feature map 
operation than the Half-UNet decoder, which 
displays a symmetric decoder. Therefore, the 

number of UNet parameter in 
thi decoder stage 

can be formulated as: 

1 2[ ( ) ( ) ( ) ]

( ) ( )]

i i i i

U De f f De De De

i i i

En De De

P D D d X d X d X

d X X d X

+

− =   +

+ + 

 (2) 

where 
fD  is the kernel size of the convolution, 

(.)d  is the node depth.   

The Dice coefficient can be employed to 
evaluate the segmentation performance, 
measuring the degree of overlap between the 
model's prediction and the ground truth areas. It 
is computed by dividing the intersection area of 
the two regions by the sum of their areas. A 
higher Dice coefficient indicates that the model's 
predictions closely align with the ground truth, 
resulting in improved picture segmentation 
outcomes. The Dice coefficient is calculated 
using the following formula when the model's 
prediction result area is denoted as P and the 
ground truth of breast lumps is denoted as [19]–
[22]: 

2 | |
 
| | | |

P M
Dice

P M


=

+
 (3) 

 
RESULTS AND DISCUSSION 

In this paper, we propose the same 
encoder blocks for whole models. We simplify the 

Half-UNet model with decoder 
4

DeX  containing 

two and three blocks. FLOPs is an abbreviation 
for "Floating-Point Operations per Second." It is a 
unit of measurement used to characterize a 
computer system's performance, notably in terms 
of the number of floating-point arithmetic 
operations it can do in one second. Floating-point 
operations are mathematical computations that 
use fractional parts of numbers (decimal 
numbers) and floating-point representation, which 
allows the position of the decimal point to 
fluctuate (float) as needed. Typical floating-point 
operations include addition, subtraction, 
multiplication, division, and other sophisticated 
mathematical operations using real numbers.  
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Table 1. Model Architectures 

Model 
i

EnX  

(blocks) 

i

DeX  

(blocks) 
FLOPs 

UNet 5 5 5   

Half-UNet (
3

DeX ) 5 3 1.7   

Half-UNet (
4

DeX ) 5 2 1  

 
Table 1 shows the comparison of the model 
architectures that measure using FLOPs. 

In this paper, we evaluate the proposed 
approach to the prior state-of-the-art model. The 
U-Net architecture is created using numerous 
scenarios in order to produce multiple alternative 
models, which are then evaluated for loss 
amongst one another and with the proposed 
model. These U-Net modification architectures 
are carried out since the original U-Net model 
has been trained using Processor Intel (R) Core 
i5-6300HQ, 16GB RAM, 512GB SSD, and NVidia 
GeForce GTX 960M with 4GB VRAM. Table 2 
shows the performance comparison between 

UNet, Half-UNet (
4

DeX ), and Half-UNet (
3

DeX ). 

Based on Table 2, the UNet and Half-UNet 
were successfully trained using the Dental Caries 
dataset. The dice coefficient measures network 
segmentation performance. The UNet Model's 
simplification can preserve the model's 
performance in segmenting the actual images 
and ground truth against predicted ground truth. 
However, based on the results of the UNet Model 
simplification experiment, it has not been able to 
improve the model's performance significantly. 
Although the reduction of the decoder layer on 

UNet to the level of blocks 3 (
3

DeX ) and blocks 4 

(
4

DeX ) can be performed for image segmentation 

of Dental Caries. After down sampling, the 
method of doubling the number of channels 
improves the channel counts for high-level 
semantic features. Figure 4 represents the 
segmentation result generated by the proposed 
model. 

 
Table 2. Performance Comparison 

Model 
Train 
Loss 
(%) 

Val 
Loss 
(%) 

Dice 
Time 
Exec. 

(hours) 

UNet 1.12 0.88 0.81 6.76 

Half-UNet (
4

DeX ) 0.78 0.64 0.83 2.97 

Half-UNet (
3

DeX ) 0.94 0.64 0.82 3.13 

 
 

 
Figure 4. Model Test 

 
The Half-UNet structural model 

outperforms the U-shaped structural model in 
terms of efficiency and segmentation ability. 
Because bilinear upsampling and addition are 
linear processes, no parameters or computations 
are created on the left side of the Half-UNet sub-
network. We also use batch normalization to 
avoid model from internal covariate shifts. 
Without installing a dropout layer, it can also 
operate as a regularize to decrease 
generalization error and avoid overfitting. Batch 
Normalization is performed immediately after 
convolution and before ReLU to decrease 
computation [23, 24, 25, 26, 27]. In the Half-UNet 
concatenate the feature maps at the lowest 
possible cost. In Figure 5, we implement the Half-

UNet (
4

DeX ) in Teledentistry System.  

 

 

Figure 5. Half-UNet (
4

De
X ) in Teledentistry 

System 
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CONCLUSION 
In this study, the simplification of U-Net 

architectures is carried out since the original U-
Net model has been trained using Processor Intel 
(R) Core i5-6300HQ, 16GB RAM, 512GB SSD, 
and NVidia GeForce GTX 960M with 4GB VRAM. 
The simplification proved that the feature 
reduction of the decoder layers. We simplified the 
original UNet decoder layers into the level of 

blocks 3 (
3

DeX ) and blocks 4 (
4

DeX ). It can be 

performed for image segmentation of Dental 
Caries. In terms of efficiency and segmentation 
capabilities, the Half-UNet structural model 
surpasses the U-shaped structural model. In this 
study, batch Normalization is applied immediately 
after convolution and before ReLU to reduce 
computation, generalization error, and an 
overfitting model. Based on the experiment, the 
simplification of the UNet architecture 

outperformed using Half-UNet 
4

DeX 0.83% of the 

dice coefficient. Therefore, the Half-UNet (
4

DeX ) 

has been implement in Teledentistry System. 
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