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Abstract  
Social media data can be mining for recommended systems to 
know the best trends or patterns. The customers have the freedom 
to ask questions about the product, tell their demands, and convey 
their complaints through social media. By mining social media data, 
companies can gain valuable insights into customer preferences, 
opinions, and sentiments. This information can be utilized to 
improve products and services, tailor marketing strategies, and 
enhance overall customer satisfaction. Topic modelling is a text 
mining technique that extracts the content from the raw and 
unlabelled data. Latent Dirichlet Allocation is popular for topic 
modelling research cause flexible and adaptive. But that method 
has issues with sparsity, performs poorly when documented in the 
short text and there is no correlation between topics that are 
actually important in text data. BERT is Bidirectional Encoder 
Representations from Transformer is designed to pre-train deep 
bidirectional representations from unlabelled text. The result of this 
research proves that Latent Dirichlet Allocation and BERT can be 
arranged on the topic of Indonesian customer complaints. BERT-
Base Multilingual Cased and LDA have the highest coherence 
score. The combination of BERT-Base Multilingual Uncased and 
LDA has the highest silhouette score. BERT Multilingual are 
potential for improving the LDA method for Indonesian customer 
complaints topic modelling. 
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INTRODUCTION  

Social media is a suitable place to get an 
information from customers. Social media, such 
as Twitter, Instagram or Facebook can be used 
as a means of interaction with customer, 
business partners and also the competitors. 
Social media also can be used to determined, 
manage and determined the customer complaints 
[1]. The customers have freedom for asking the 
question about product, for telling their demands, 
convey their opinions or complaints. That 
considered important for the business or 
company for reach the customer satisfaction [2]. 
Considering that benefit of social media, further 
research and investigation is needed to 
understand how people will engage the product 

and also known the problem of customer. That 
can be used for handle customer comments and 
customer complaints [3]. This social media data 
can be mining for recommended system to know 
the best trends or pattern. The example of 
research that using social media data are 
sentiment analysis, opinion mining through 
sentiment analysis and topic modelling [4], and 
also topic modelling for getting customer opinion 
in ride hailing service [5]. 

Furthermore, social media data can also 
provide valuable insights for market research and 
competitor analysis. By monitoring discussions 
and interactions on social media platforms, 
businesses can gain a better understanding of 
customer preferences, identify emerging trends, 
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and keep track of their competitors' activities. 
This information can help businesses make 
informed decisions, improve their products or 
services, and stay ahead in the competitive 
market. In addition to benefiting businesses, 
social media also plays a significant role in 
empowering consumers. The ease of access and 
communication on social media platforms allows 
customers to voice their opinions and 
experiences publicly, influencing the reputation of 
a brand or company [6]. Companies that actively 
listen and respond to customer feedback 
demonstrate their commitment to customer 
satisfaction, which can positively impact brand 
loyalty and attract new customers. However, it is 
essential to recognize the challenges and ethical 
considerations associated with mining social 
media data [7]. Privacy concerns, data security, 
and ensuring compliance with regulations are 
critical aspects that businesses must address 
when using social media data for research or 
customer engagement. 

Data mining has been applied to predict 
impact of social media and also gain feedback 
from customer. But social media data consists of 
text data that include unstructured data [5]. 
Hence, to negotiate with unstructured data, there 
are several technologies have been applied such 
as topic modelling and text mining especially in 
marketing and business related. Topic modelling 
is techniques for generate document in the form 
of keywords that can be indexing according user 
needs. Topic modelling is an approach used in 
the field of natural language processing to 
explore the associations among documents by 
assuming that words with comparable meanings 
often occur in similar contexts [6].  

In the context of social media data mining, 
topic modelling plays a crucial role in identifying 
the most relevant and trending topics discussed 
by users. By analyzing large volumes of text 
data, topic modelling algorithms can extract key 
themes and patterns, allowing businesses to 
understand the interests and concerns of their 
target audience better. This information can be 
invaluable for shaping marketing strategies, 
content creation, and product development to 
align with customer preferences and demands 
[10]. Text mining techniques complement topic 
modelling by delving deeper into the textual 
content of social media posts and comments. 
Text mining involves extracting valuable insights 
from unstructured data, including sentiment 
analysis, entity recognition, and opinion mining. 
Sentiment analysis, for instance, helps 
businesses gauge the overall sentiment of 
customer opinions towards their products or 
services, enabling them to respond promptly to 

negative feedback or capitalize on positive 
sentiment [8]. 

As technology continues to advance, social 
media data mining and text analytics will continue 
to evolve, offering businesses even more 
sophisticated tools to harness the power of social 
media data. The integration of these techniques 
into marketing and business strategies will 
facilitate better decision-making, enhance 
customer engagement, and ultimately lead to 
more successful and customer-centric 
businesses in the digital age [9]. 
 There are several studies about topic 
modelling. Using Latent Dirichlet Allocation (LDA) 
for getting insight using Vkontakte social network 
in Russian language. Using LDA method for 
modelled the topic and produce clustering in 
each topic. They use Indonesian Twitter data with 
4 different topics about economy, military, sports 
and technology [10].  
 LDA is basic approach for topic modelling. 
This method can understand unstructured data 
without labelled. But this method has issues with 
sparsity when encountering large vocabulary size 
in the sentences. LDA has certain assumptions in 
its computations that may not be conducive to 
producing precise or realistic topic models when 
applied to real-world datasets. Another issue is 
about the correlation between topics. LDA will 
produce some keyword that independent each 
other. LDA inherit to the Dirichlet probability and 
the independence of words [12].  
 To address the issues of sparsity and 
improve the performance of LDA [13], 
researchers have proposed various 
enhancements and extensions. One common 
approach is to incorporate word embeddings or 
pre-trained language models into the LDA 
framework. By leveraging the semantic 
relationships between words captured by these 
embeddings, the sparsity problem can be 
alleviated, leading to more coherent and 
informative topic models. Additionally, 
incorporating external knowledge sources or 
domain-specific constraints into the LDA model 
can help guide the topic modeling process and 
produce more accurate and meaningful results 
[14]. 
 Another avenue for improving LDA is 
through the use of Bayesian non-parametric 
methods, such as Hierarchical Dirichlet 
Processes (HDP) or Indian Buffet Process (IBP). 
These methods allow for the automatic 
determination of the number of topics, addressing 
the need for a predefined number of topics, which 
is a limitation of traditional LDA. Moreover, non-
parametric models can capture the hierarchical 
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structure of topics and account for topic 
correlations more effectively [9]. 
 Despite the challenges and limitations, 
LDA remains a fundamental and widely used 
technique in topic modeling. Its simplicity, 
interpretability, and ability to uncover latent 
structures in unstructured data make it a popular 
choice for many applications [15]. However, as 
the field of natural language processing 
continues to evolve, researchers are continually 
exploring new methods and approaches to 
enhance topic modeling techniques, providing 
more robust and accurate insights into the 
underlying patterns and themes present in large 
text corpora [16]. 
 For improve the topic modelling method, 
there are several research [14], conducted a 
study where they integrated a BERT-based 
multiclassification algorithm, utilizing supervised 
learning, with a Probabilistic and Semantic Hybrid 
Topic Inference (PSHTI) model, employing 
unsupervised learning, to identify topics in 
feedback and support data. Conducted a study 
where they integrated monolingual and 
multilingual topic analysis by employing LDA and 
BERT embeddings on both English and Chinese 
datasets [15].  

 In this paper, main contribution is to 
proposed a method topic modelling for 
Indonesian customer complaint using Latent 
Dirichlet Allocation and BERT embeddings. 
BERT is pretrained Bidirectional Encoder 
Representations from Transformers from Google 
Research. The researcher will use BERT-Base 
Multilingual Cased and Uncased for handling 
Indonesian customer complaints data in topic 
modelling based. The dataset are Domain and 
Hosting message that represent the complaint of 
the product. The goal of this research is proof the 
state-of-the-art technique that combined Latent 
Dirichlet Allocation and BERT to arrange 
customer complaint. 
 
Topic Modeling and Latent Dirichlet 
Allocation (LDA) 

Topic modelling is the technique that uses 
text clustering to organize some topic related with 
documents in to one place. Topic modelling is for 
getting the latent semantics in the corpus, that 
beneficial to identify topics better than text 
clustering. Topic modelling suitable for handling 
unstructured text documents. Topic modelling is 
an unsupervised learning that extracts the 
content from the raw and unlabelled data. The 
topics are generated with most frequently and 
likely occurring words [16].  

 

One of popular topic modelling technique 
is LDA. LDA is handling topic modelling using 
probabilistic approaches discover latent topic. In 
LDA method assumes that documents are 
generated based on latent topics, with words 
having their own probabilities associated with 
these topics. LDA is a statistical model used for 
topic modeling in natural language processing. It 
is a generative probabilistic model that 
represents a corpus as a collection of random 
mixtures over latent topics. LDA is popular for 
topic modelling research cause flexible and 
adaptive if compare with text clustering. LDA 
considers the documents to be produced from 
random combinations of underlying topics, which 
are viewed as probability distributions over words 
[19].  

Topic modelling, specifically LDA, has 
proven to be a valuable tool in various fields such 
as information retrieval, text mining, and natural 
language processing. It offers a robust approach 
to uncovering hidden structures and patterns 
within large and unstructured text datasets. By 
representing documents as mixtures of latent 
topics, LDA allows researchers and analysts to 
gain a deeper understanding of the underlying 
themes and concepts present in the corpus [20]. 

One of the significant advantages of LDA 
is its ability to handle large and diverse datasets 
effectively. It can process vast amounts of text 
data from different sources and identify 
meaningful topics without the need for manual 
annotation or supervision. This unsupervised 
learning method is particularly useful in scenarios 
where labeled training data is scarce or 
expensive to obtain [18]. 

Moreover, LDA's probabilistic nature 
makes it a flexible and adaptive technique for 
topic modelling. It can easily accommodate new 
data and dynamically adjust topic distributions as 
the corpus evolves over time. This adaptability 
allows researchers to continuously refine and 
update their topic models, ensuring that they 
remain relevant and accurate in capturing 
emerging trends and patterns in the data [19]. 

Topic modelling, particularly through LDA, 
has become an indispensable tool for extracting 
valuable insights and hidden structures from 
unstructured text data. Its ability to handle large 
datasets, adapt to changing information, and 
uncover latent topics make it a powerful 
technique for various applications in natural 
language processing, information retrieval, and 
beyond. As the volume of textual data continues 
to grow exponentially, topic modelling techniques 
like LDA will continue to play a crucial role in 
making sense of vast amounts of information and 
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aiding decision-making processes across diverse 
domains. 

LDA also faces challenges with sparsity 
when dealing with a large vocabulary size in 
corpora. LDA heavily relies on specific 
assumptions in its calculations, which might not 
be appropriate for producing precise outcomes 
when applied to real-world datasets. In addition 
to issues with instability and parameter inference, 
the topic modelling approach of LDA tends to 
yield poor performance when dealing with 
documents that are insufficiently long or 
composed of short text [21].  Other issues in LDA 
is about the independency of the topic. There is 
no correlation between topics. Actually, the 
correlation of the topic is important in text data 
cause here is context based [20].  

LDA has limitations in capturing the 
temporal dynamics of the data, as it treats all 
documents as independent and static snapshots. 
In dynamic environments, such as social media, 
news articles, or online forums, where topics can 
evolve rapidly over time, this lack of temporal 
modeling can lead to suboptimal results [21]. 
Researchers have explored extensions of LDA to 
address temporal aspects, such as Dynamic 
Topic Models (DTM) and Temporal-LDA (tLDA), 
which attempt to capture topic evolution over 
time. However, incorporating temporal dynamics 
often introduces additional complexity and 
computational overhead, making it a trade-off 
between accuracy and efficiency. 

The interpretability of LDA-generated 
topics can be challenging, especially when the 
model includes a large number of topics. As the 
number of topics increases, it becomes more 
difficult for human analysts to make sense of the 
topics and their associations with specific 
themes. Techniques such as topic summarization 
and visualization are employed to improve 
interpretability, but striking the right balance 

between the number of topics and interpretability 
remains an ongoing research challenge. 

While LDA is a widely used and powerful 
topic modeling technique, it is not without its 
challenges and limitations. Addressing issues 
related to sparsity, parameter inference, short 
text documents, and incorporating temporal 
dynamics will continue to be areas of active 
research. As the field of natural language 
processing and topic modeling advances, 
researchers aim to develop more robust and 
flexible approaches that can handle the 
complexities of real-world textual data and 
improve the overall performance and 
interpretability of topic modeling techniques [23]. 

LDA assumes the Dirichlet distribution to 
obtain the distribution of every document topic. 
Afterwards, the results of Dirichlet are used to 
allocate words in the different topics. Latent 
Dirichlet Allocation representation shown in 
Figure 1. In LDA, the documents are represented 
by the variable M, while α represents the 
parameter controlling the distribution of topics in 
the documents. θ represents the distribution of 
topics in each document, z represents the 
assignment of topics for the nth word in the 
document, and w represents the words. A higher 
value of α indicates a greater combination of 
topics in a document, whereas a lower value of α 
indicates a lesser combination of topics in a 
document. Additionally, the words found in the 
documents are denoted by the variable N. The 
parameter β is used to control the distribution of 
words in topics, and ϕ represents the distribution 
of topics. The variable w represents the number 
of topics and w represents the number of words. 
A higher value of β signifies a higher mixture of 
words within a topic, whereas a lower value of β 
signifies a lower mixture of words within a topic. 
In that formula there is K which is randomly 
assign each word in the document to one of k 
topics.  

 

 
Figure 1. Latent Dirichlet Allocation Representation 
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Bidirectional Encoder Representations from 

Transformer (BERT) 

BERT stands for Bidirectional Encoder 
Representations from Transformer is designed to 
pre train deep bidirectional representations from 
unlabelled text by jointly conditioning on both left 
and right context in layers. The best concept of 
BERT is the namely the idea of Masked 
Language Modelling (MLM) [24]. BERT extends 
semi supervised learning by analysing whether 
two sentences are related or not. Multi-task 
learning has a positive impact because it can act 
as a form of control in word prediction and 
sentence classification. BERT is the development 
of transfer learning in Natural Language 
Processing. Some feature extraction that builds 
transfer learning such as Term Frequency 
Inverse Document Frequency (TF-IDF) and Bag 
of Words (BOW).  

Then there is an embedding method that 
can decide how to convert words into numeric 
vector forms [13]. Transfer learning has been 
successfully implemented in computer vision with 
a pre-training model with ImageNet. 
 Before BERT, there are several transfer 
learning models like ULMFiT and ELMo. 
Embedding from Language Models (ELMo), one 
of the transfer learning applied to Natural 
Language Processing, serves as feature 
extraction.  ULMFiT, ELMo and Google BERT 
focuses on storing knowledge from training and 
applying I to the different but related to the 
problem [19]. BERT models consist of several 
transformer encoders stacked together and 
designed from unlabelled text to pretrain deep 
representations in all layers. BERT will trained a 
large model in 12 layer to 24 layer transformers 
on large corpus BookCorpus with 800 M words 
and Wikipedia with 2,500M words [25]. 

Until 2020, BERT already releases several 
models: “ 
a. BERT-Large, Uncased (Whole Word 

Masking): 24-layer, 1024-hidden, 16-heads, 
340M parameters 

b. BERT-Large, Cased (Whole Word Masking): 
24-layer, 1024-hidden, 16-heads, 340M 
parameters 

c. BERT-Base, Uncased: 12-layer, 768-hidden, 
12-heads, 110M parameters 

d. BERT-Large, Uncased: 24-layer, 1024-
hidden, 16-heads, 340M parameters 

e. BERT-Base, Cased: 12-layer, 768-hidden, 12-
heads , 110M parameters 

f. BERT-Large, Cased: 24-layer, 1024-hidden, 
16-heads, 340M parameters 

g. BERT-Base, Multilingual Cased: 104 
languages, 12-layer, 768-hidden, 12-heads, 
110M parameters 

h. BERT-Base, Multilingual Uncased: 102 
languages, 12-layer, 768-hidden, 12-heads, 
110M parameters 

i. BERT-Base, Chinese: Chinese Simplified and 
Traditional, 12-layer, 768-hidden, 12-heads, 
110M parameters”  

BERT-Base consist of 12 layers and 
BERT-Large consist of 24 layers. BERT-Base 
Uncased means that the text has been 
lowercased before tokenization processed. And 
the BERT-Base Cased means that true case and 
accent markers are preserved. BERT-Base 
Uncased is better for Named Entity Recognition 
and Part of Speech Tagging [27]. 

 
Mining Customer Complaint 

Customer review in social media is 
interesting for analysis. Several customers prefer 
to post their comment, suggestion also complaint 
about the product through social media. This 
costumer review has insights that can be mining 
for business intelligence and decision-making 
purpose. Customer complaint gained from review 
sentences in the social media using linguistic 
feature-based sentences analysis. Using the 
customer review data, the stakeholder can know 
the perception of their customers. Mining 
customer complaint also can be handling using 
sentiment analysis.  

Sentiment analysis can be done using 
Machine Learning method like Multinomial Naïve 
Bayes Classifier that have results positive and 
negative opinions. Mining customer complaint 
can be done using clustering model [14]. 

 
METHOD 
Dataset 

The study utilized social media data from 
DomaiNesia, an Indonesian Domain and Hosting 
Provider. The data collection process involved 
gathering customer complaints from direct 
messages on Instagram and Twitter in August 
2020. The researcher employed Tweepy for 
extracting data from Twitter and Selenium for 
acquiring Instagram direct message data.  

Table 1 presents an example of the 
Indonesian customer complaints dataset used in 
the research. Number 1 contain the question 
about an error when uploading website. Number 
2, the customer complaints about the difficulties 
when adding the domain addons even though the 
domain is active have added it to cPanel. 
Number 3 is about the example of customer 
complaints related with the condition of server.  
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Table 1. Example of Customer Complaints Data 
No. Customer Complaints 

1. Error ketika upload web, gimana ya 
min? 

2. Ini saya juga kesulitan untuk menambah addons 
domain,caranya gimana ya? Padahal domain 
sudah aktif dan sudah saya tambahkan ke cpanel 

3. Min, server domainesia ada masalah ga min? 
drtd on off (putus nyambung) terus 

 
Proposed Method 

In this paper, the researcher proposed 
topic modelling for Indonesian customer 
complaint using Latent Dirichlet Allocation and 
BERT embeddings. The research framework is 
depicted in Figure 2, outlining the overall 
process. Initially, the data of Indonesian customer 
complaints related to Domain and Hosting will 
undergo pre-processing. Next, the application of 
LDA will be employed for topic modelling. The 
researcher will then utilize BERT-Base 
Multilingual Cased and BERT-Base Multilingual 
Uncased to embed the topic modelling. LDA will 
be used for probabilistic topic assignment vector, 
while BERT will be used for sentence 
embedding. Subsequently, the results will be 
collected for further evaluation by the researcher.  

The initial Indonesian customer complaint 
data will undergo pre-processing, which involves 
cleaning up the Twitter data prior to entering it 
into the model also Instagram data. Pre-
processing is carried out to remove special 
characters, filter out specific words, or 
standardize them. In the pre-processing there are 
several stages such as remove stop word, 
remove sentence, case folding, remove non-
Ascii, remove URL, remove punctuations, 
remove digit and number, stemming, slang word 
conversion. 

After pre-processing, the data will undergo 
feature extraction, where the researcher applies 
transfer learning from pre-trained transformers.  

 

 
Figure 2. Proposed Method 

 
BERT is utilized in this research, specifically 
BERT-Base Multilingual Uncased and BERT-
Base Multilingual Cased. For handling the 
Indonesian language, the researcher utilizes 
BERT-Base Multilingual.  

The two types of BERT-Base Multilingual 
used in this study are as follows: “ 
a. BERT-Base, Multilingual Cased 

Consists of 104 languages, 12-layer, 768-
hidden, 12-heads, 110M parameters 

b. BERT-Base, Multilingual Uncased 
Consists of 102 languages, 12-layer, 768-
hidden, 12-heads, 110M parameters” 

The researcher used Sentence 
Transformers, TensorFlow for our base model. 
And also, Gensim for Latent Dirichlet Allocation, 
using Pandas, Numpy, Matplotlib for data 
allocation. 
 
RESULTS AND DISCUSSION 

The researcher used 979 sentences in 
Indonesian customer complaint data after pre-
processing process. The researcher is making 
some experiment in 1000, 1500 and 2000 
samples, when number of the topics is 3. Figure 
3, shown the result of combination Latent 
Dirichlet Allocation and BERT-Base Multilingual 
Cased and BERT-Base Multilingual Uncased 
clustering. The researcher also compared it with 
combination of LDA and TF-IDF. The result as 
shown in Figure 4. 

 

 
Figure 3. The Clustering Result of Combination Latent Dirichlet Allocation and BERT-Base Multilingual 
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Figure 4. The Clustering Result of Combination Latent Dirichlet Allocation and TF-IDF 

 
For evaluation, the researcher employs 

coherence score and silhouette score. As 
presented in Table 2, three different sample 
sizes, namely 1000, 1500, and 3000, are used for 
the models, and the results are obtained. The 
findings indicate that the highest Silhouette score 
is achieved by Latent Dirichlet Allocation and 
BERT-Base Multilingual Uncased. Specifically, in 
1000 samples, the researcher obtained a score 
of 0.603, in 1500 samples a score of 0.616, and 
in 2000 samples a score of 0.608. While the 
highest coherence score is obtained by LDA and 
BERT-Base Multilingual Uncased. In 1000 
samples is obtained 0.382, in 1500 samples is 
obtained 0.388, in 2000 samples is obtained 
0.346. LDA and TF-IDF get the lowest silhouette 
score cause TF-IDF is also bag-of words-based 
word order. That will not separate the words and 
do not have balanced clusters. TF-IDF also loses 
the contextual information and the coherence of 
the words are not be considered as important 
aspects.  

The wordcloud of the result, has shown in 
Table 3. There are 3 topics in this research. 
Topic 1, all of our models have concerns about 
domain complaint. The customer has concerns 
about how the company can help them for doing 
something related with domain. The researcher 
will investigate how to assist them and explore 
methods to pay off the invoice. In the application 
of LDA and BERT-Base Multilingual Uncased 
and Cased, the topics such as "email", "blog", 

"data", "bayer", and "basic" are revealed, which 
were not prominently captured in LDA and TF-
IDF models. 

That can be shown that embedding words 
has work for building the contextual topic. Topic 
2, all of our models have concerns about term 
and service and the product error complaint. On 
LDA and BERT-Base Multilingual Cased can 
show the “password” “wordless” words. Topic 3, 
has talking about domain transfer, domain error 
and also domain promo complaint.  

As shown in Table 3, the topic found were 
related to customer complaint are about domain 
complaint, product error complaint and promo 
complaint. The customer can complaint because 
they do not satisfy with the services like server 
down or website error. With this result, the 
company can improve their products and 
services better.  

With this result, the topic modelling using 
LDA and pre-trained BERT has been proven for 
getting topic in customer complaint. But need 
some improvement here. As shown in Table 3, in 
the wordcloud result the researcher shown many 
words that not suitable and become outliers such 
as “sudan”, “moon”, “vision”, “mint”, and etc. That 
is comes from the BERT pre-trained. BERT train 
in a large model on large corpus Wikipedia and 
BookCorpus. Although there is BERT-Base 
Multilingual and compatible with Indonesia 
language, but BERT still need improvement.  

 
Table 2. The Result of Coherence Score and Silhouette Score 

Sample 

LDA and TF-IDF 
LDA and BERT-Base 

Multilingual Uncased 

LDA and BERT-Base 

Multilingual Cased 

Coherence 
Score 

Silhouette 
Score 

Coherence 
Score 

Silhouette 
Score 

Coherence 
Score 

Silhouette 
Score 

1000 0.377 0.022 0.292 0.603 0.382 0.578 

1500 0.306 0.019 0.315 0.616 0.388 0.602 

2000 0.307 0.022 0.298 0.608 0.346 0.542 
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Table 3. The Wordcloud Result Every Topic 
 Topic 1 Topic 2 Topic 3 

LDA and TF-IDF 

  
 

 

LDA and BERT-Base 
Multilingual Uncased 
 
  

 
  

LDA and BERT-Base 

Multilingual Cased 

  
 

 

  
When compared to previous research on 

customer complaints or customer comments, this 
research has a higher silhouette score and a 
higher coherence score. It is shown from 
previous research [6] that with only the LDA 
method, topics can be generated but have word 
limitations. Unlike this research which uses BERT 
which functions as a sentence embedding vector 
so that it can enrich each word in the resulting 
topic. There are previous studies that are also 
related to the level of customer satisfaction in 
restaurants using customer review data and the 
Latent Dirichlet Allocation method [14]. The result 
shows unstable and the words produced need 
"translators from experts". In contrast to this 
research where LDA is combined with BERT as a 
language embedding which is useful for 
generating topic models from embedding data 
[28, 29, 30]. 
 
CONCLUSION 

The customers have freedom for asking 
the question about product, for telling their 
demands, convey their opinions or complaints 
through social media. And the researcher can 
mine that social media through topic modelling 
techniques. Topic modelling is an unsupervised 
learning that extracts the content from the raw 
and unlabelled data. The topics are generated 
with most frequently and likely occurring words. 
Latent Dirichlet Allocation is popular for topic 
modelling research cause flexible and adaptive. 
But, LDA has issues with sparsity when 
encountering large vocabulary size and performs 
poorly when documents in the short text. There is 
no correlation between topics that actually 
important in text data. BERT is Bidirectional 
Encoder Representations from Transformer is 
designed to pre train deep bidirectional 
representations from unlabelled text. There are 

BERT-Base Multilingual Cased and BERT-Base 
Multilingual Uncased for handling multi language 
such as Indonesian language. The result of this 
research shown that combination between 
BERT-Base Multilingual Cased and LDA have 
the highest coherence score. And the 
combination between BERT-Base Multilingual 
Uncased and LDA will have the highest silhouette 
score.  

For future works, there are potential 
improvements on the models. Further research is 
required to develop pre-trained models 
specifically for the Indonesian language. Creating 
domain-specific pre-trained models could lead to 
more enhanced results.  
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