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Abstract  
Emotion is a psychological and physiological response to an event 
or stimulus. Understanding students' emotions helps teachers and 
educators interact more effectively with students and create a better 
learning environment. The importance of understanding students' 
emotions in the learning process has led to exploring the use of 
facial emotion classification technology. In this research, an 
ensemble approach consisting of ResNet, MobileNet, and Inception 
is applied to identify emotional expressions on the faces of school 
students using a dataset that includes emotions such as happiness, 
sadness, anger, surprise, and boredom, acquired from students of 
Darul Imarah State Junior High School, Great Aceh District, 
Indonesia. Our dataset is available publicly, and so-called USK-
FEMO. The performance evaluation results show that each model 
and approach has significant capabilities in classifying facial 
emotions. The ResNet model shows the best performance with the 
highest accuracy, precision, recall, and F1-score, which is 86%. 
MobileNet and Inception also demonstrate good performance, 
indicating potential in handling complex expression variations. The 
most interesting finding is that the ensemble approach achieves the 
highest accuracy, precision, recall, and F1-score of 90%. By 
combining predictions from the three models, the ensemble 
approach can consistently and accurately address emotion 
variations. Implementing emotion classification models, individually 
and in an ensemble format, can improve teacher-student 
interactions and optimize learning strategies that are responsive to 
students' emotional needs.  
 

This is an open access article under the CC BY-SA license 

 

Keywords:  
Emotion Classification; 
Ensemble; 
Inception; 
MobileNet; 
ResNet; 
 
Article History: 
Received: November 18, 2023 
Revised: December 26, 2023 
Accepted: January 10, 2024 
Published: June 2, 2024 
 
Corresponding Author: 
Kahlil Muchtar 
Department of Electrical and 
Computer Engineering, 
Universitas Syiah Kuala 
Email: kahlil@usk.ac.id 
 
 

 
INTRODUCTION 

In the current digital era, technology is 
developing rapidly and has a big impact on 
various aspects of life, including in the field of 
education [1]. One important aspect of the 
world of education is the understanding of 
students' emotions. Emotions are a natural part 
of the human experience, and understanding 
and managing them well is an important aspect 
of personal well-being and healthy social 
interactions [2]. Emotions play a crucial role in 
the learning process and social interaction at 

school. Students' emotions can affect 
motivation, understanding, social interaction, 
and even perceptions of themselves as 
students [3]. Therefore, a deep understanding 
of students' emotions and the ability to detect 
and respond well to them is a key factor in 
improving the quality of learning. 

Along with the development of science, 
more and more educators and researchers are 
realizing the importance of detecting students' 
emotions as an integral element in the learning 
experience. While direct interaction between 
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teachers and students remains important, the 
challenges of managing a classroom that is 
diverse in terms of backgrounds, needs, and 
learning preferences have driven the adoption 
of technology as a support in monitoring 
students' emotions. 

Detecting students' emotions is not just 
about grossly recognizing positive or negative 
emotions, but also about understanding the 
deeper complexities of how they feel as they 
engage in the learning process. When students 
feel frustrated, anxious, engaged, or, these 
changes can impact their engagement, ability to 
absorb information, and connection with the 
content being studied [4]. 

One way to detect student emotions is 
through emotion recognition technology, which 
uses data such as facial expressions, voice, or 
body behavior. Unlike a sentiment or complaint 
analysis approach that mainly utilizes text 
information [36][37], emotion recognition can 
provide an objective view of emotional changes 
in various learning situations, both in the physical 
classroom and in the increasingly common 
distance learning environments used. In this 
context, emotion recognition technology through 
facial expressions is becoming increasingly 
attractive. Therefore, developing a classification 
system for students' facial emotions can help 
educators understand and respond to students' 
emotional states more effectively. Figure 1 
illustrates examples of various types of human 
emotions [5].  

As computer vision and deep learning 
techniques advance, the study of human-
computer interaction increasingly focuses on 
facial expression recognition. Deep learning is 
widely used in various computer vision tasks, 
including facial expression recognition, and has 
succeeded excellently [6]. 

 

 
Figure 1. Examples of the types of emotions: (a) 

neutral, (b) happy, (c) surprise, (d) angry, (e) sad, 
(f) fear, and (g) disgusted 

Ahmed has conducted related research, 
MZI et al. [7] classified emotions using the EEG 
method, then Ashraf, N et al [8] used the 
Random Forest (RF), Decision tree (DT), 
Sequential minimal optimization (SMO), 
AdaBoostM1, and Bagging), deep-learning 
algorithms (Convolutional Neural Networks (1D-
CNN), Long short-term memory (LSTM), and 
LSTM with CNN features) and transformer-based 
baseline (BERT). Using the CNN method, Keshri, 
A [9] classifies emotions in real time. Li, Z et al. 
[10] use an end-to-end ERC model. Although 
many studies on emotion classification have only 
focused on a single classifier, this research 
proposes the Ensemble method, combining 
several classifiers to increase the resulting 
accuracy [11]. Each classifier has different 
advantages, and if several of these classifiers are 
combined, the results achieved will be better. The 
advantage of the ensemble method is that the 
classification results are more accurate because 
this method compares the results of the single 
classifiers used.  

Several studies have been conducted by 
Raza [12], Kim et al. [13], Dogan et al. [14], 
Kuncheva et al. [15], Brown [16], Chandra et al. 
[17], Hassen et al. [18], Liu and Zhang [19], 
demonstrating that ensemble methods can 
enhance classification accuracy compared to 
single-classifier systems when the classifiers are 
accurate and highly diverse [20]. 

In this study, analyzing the Facial Emotion 
Classification System of school students using 
the Ensemble method combines the results of 
several CNN architectures, namely ResNet, 
MobileNet, and Inception, using a dataset of 
facial expressions of students at SMP Negeri 1 
Darul Imarah, Aceh Besar District. This research 
aims to increase the accuracy and reliability of 
recognizing emotions from students' facial 
expressions to positively contribute to increasing 
interaction and response in the educational 
environment. 

The main contribution of our work is two-
fold; (1) a voting-based student emotion 
classification model is proposed, and (2) the new 
face emotion (for junior high school level) dataset 
is introduced and provided publicly through this 
link https://muhajir2111.github.io/USK-FEMO-
DATASET/. This work is an aid for educators in 
identifying students' emotions easily and taking 
appropriate actions to improve the quality of 
learning accordingly. In addition, this research 
can also be a basis for further research in 
combining emotion recognition technology with 
broader educational developments. 

 
 

https://muhajir2111.github.io/USK-FEMO-DATASET/
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MATERIAL AND METHOD 
Emotion Classification Scheme 

Emotional classification schemes group or 
identify emotions based on various criteria [21]. 
One of the most popular schemes used is the 
basic emotion model developed by Paul Ekman 
[22]. Figure 2 shows an emotion classification 
scheme based on Ekman's model. 
1. Happy: This emotion includes feelings of 

pleasure, satisfaction, and joy.  
2. Fear: This emotion arises in response to a 

threat or danger.  
3. Anger: This emotion appears in response to 

frustration, disapproval, or humiliation. 
4. Sadness: This emotion is associated with 

feelings of loss, sadness, or regret. 
5. Disgust: This emotion is associated with 

feelings of dislike for something that is 
considered disgusting or disgusting. 

6. Surprise: This emotion appears when there is 
a sudden or unexpected event. 

This emotion grouping scheme is useful as a 
general framework for understanding and 
categorizing different types of human emotions. 

Figure 2 presents a schematic diagram of 
two machine learning classification systems 

types: Concatenation style and parallel style. This 
diagram shows how several classifiers process 
input images or data and then combine them 
using decision rules to produce the result.  

Figure 3 shows two classification 
transformation methods in image data 
processing: concatenation and parallel styles. In 
concatenation style (a), image data is processed 
sequentially through various classifiers before 
reaching the final result. Each classification 
produces an output that becomes an input for the 
next classification, and this process continues 
until it reaches the "Final Result". Meanwhile, in 
parallel style (b), image data is processed by 
several classifiers simultaneously. 

The results of all these classifications are 
then combined via a "decision rule" to produce a 
"Final Result". In the concatenation style, data 
flow occurs from left to right through each 
classification. In contrast, in parallel style, data 
flows to all classifications simultaneously, and the 
results are combined. It is important to note that 
we employ the original version of InceptionV3, 
MobileNetV2, and Resnet152 as our baseline 
models. 

 

 
Figure 2. Scheme for Grouping Types of Emotions 

 

 
Figure 3. Emotion Classification System Scheme [23] 



SINERGI Vol. 28, No. 2, June 2024: 413-424 

 

416 M. Muhajir et al., Students emotion classification system through an ensemble approach … 

 

Inception 
 The Inception model is an artificial neural 
network architecture developed by a team of 
researchers at Google Research in 2014. 
Inception became known for its deep and efficient 
architectural design innovations, especially in 
image classification tasks. The main feature of 
the Inception model is the use of the Inception 
module, which consists of several convolution 
filters of different sizes applied in parallel at 
different levels of resolution in the image [24]. 
This allows the model to extract features at 
various levels of abstraction efficiently. The basic 
architecture of Inception is illustrated in Figure 4 
[25]. 

The goal of Inception V3 was to maintain 
network efficiency while cutting down on the 
number of connections and parameters. The 
convolutional layer is broken down into three 
successive convolutions of size 3x3. Batch 
Normalization and ReLU activation blocks are 
used after each convolution, as explained in 
Figure 4. 
 
MobileNet 

MobileNetV2 is a Deep Neural Network 
that has been deployed for the classification 
problem. The foundation layers are defrosted to 

prevent any damage to previously acquired 
characteristics. To learn how to distinguish all 
emotion classes, new trainable layers are added, 
and these layers are trained using the gathered 
dataset. The weights are then saved after the 
model has been adjusted. By using pre-trained 
models, one can take the benefit of pre-biased 
weights without sacrificing previously learned 
features and prevent needless computational 
expenditures. 

As seen in Figure 5, MobileNet changes 
standard convolution to convolution based on 
depth and 1×1 based on points. Point-based 
convolution is used to combine the outputs of 
depth-based convolution using filters for each 
input, thereby reducing the model size and 
computational process. MobileNet uses 3x3 
depth convolution, reducing the computational 
process to 1/8 – 1/9 of other convolutions [26]. 
 
ResNet 

ResNet, short for "Residual Network," is an 
artificial neural network architecture that is 
revolutionary in the development of deep models 
(deep learning) [27]. ResNet was developed by 
Kaiming He, Xiangyu Zhang, Shaoqing Ren, and 
Jian Sun from Microsoft Research in 2015.  

 

 

 
Figure 4. Basic Inception Architecture 

 

 
Figure 5. MobileNet Architecture 
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This architecture is famous for solving a 
problem known as the vanishing gradient 
problem which is often encountered in very deep 
artificial neural networks [27]. This architecture 
can be used in computer vision tasks such as 
image classification, object localization, and 
object detection. 

ResNet consists of several residual blocks, 
which are composed of a convolutional layer, a 
batch normalization layer, and a shortcut that 
connects the original input to the output of the 
residual block. Figure 6 shows schematically how 
a Residual Block with an Identity Shortcut (RB-
IS) and a Residual, Block with Projection 
Shortcut (RB-PS) operate. 
 
Ensemble 

The Ensemble model is one of the 
ensemble methods used in machine learning to 
improve the performance and accuracy of 

predictions [28]. This approach involves 
combining the predicted results from several 
individual models or bases, and then selecting 
the most frequent (majority) result as the final 
result. The key principle behind ensemble models 
is that combining predictions from multiple 
models can produce more reliable and consistent 
decisions than a single model. This is a powerful 
way to increase the prediction accuracy of a 
classification model. A schematic diagram of a 
typical ensemble learning system is shown in 
Figure 7 [12]. 

 
Methods 
 Figure 8 is an illustration of the flow of 
research conducted. That includes data 
collection, preprocessing, model architecture 
training, Ensemble, and model evaluation. 

 

 

 
Figure 6. ResNet Architecture 

 

 
Figure 7. Ensemble Learning Architecture 
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Figure 8. Research Flow 

 
Data Collection 

The facial emotion dataset was obtained 
from the Great Aceh Regency, Aceh, who were 
randomly selected. Each participant gave a 
variety of facial expressions including happy, sad, 
angry, surprised, and bored. These emotions 
were chosen because they are generally felt by 
students during the learning process. After taking 
the images, the images are grouped into a 
training folder and a test folder. The total amount 
of data is 1250 images. The training folder has 
80% image data, while the validation folder 
contains 20% image data of the total data. Table 
1 lists the details of the data set. 

The dataset collection was carried out 
using a Nikon D5300 digital camera. Pictures are 
taken in certain environments that allow good 
visibility. In particular, shooting was carried out in 
the morning between 08.00 and 12.00 local time. 
The picture was taken in a well-lit room using an 
aperture setting of f/ 5.6, 1/80 sec shutter, and 
autofocus. The camera is placed on a tripod with 
a distance of about 1 meter from the subject and 
a white wall as the background. In total, 1250 
images were captured, with each category 
consisting of 250 images. Figure 9 shows the 
scenario of collecting the dataset [29]. 

Figure 10 shows the results of the Emotion 
image dataset taken using a Digital Camera 
which consists of 5 types of emotions including 
10. a happy emotion, 10.b angry emotions, 10.c 
sad emotions, 10.d surprised emotions, 10.e 
bored emotions, respectively. 
 

Table 1. The details on the distribution of the 
dataset 

Classes Training Data Testing Data 

Happy 192 58 

Sad 192 58 

Anger 192 58 

Surprised 192 58 

Bored 192 58 

Data Total 1250 

 
 

 
Figure 9. Dataset Collection Scenario 

 

 
Figure 10. Example of emotional image data 

Captured by Digital Camera  
 

Data Processing 
1. Cropping 

Cropping is done so that the system can more 
easily understand the facial expression that 
the image is conveying. Apart from that, 
cropping is useful for improving the accuracy 
of results obtained from training and 
validation. Cropping is done by cutting 
unimportant parts of the image, such as the 
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background, which is too dominant over the 
face, making it difficult for the system to 
classify the type of expression. Apart from the 
background, disturbing objects will be 
cropped. 

2. Resize 
Resizing is the process of changing the image 
size to a smaller or larger size [30]. At the 
stage of taking photos, facial expressions 
from the image have different sizes. 
Therefore, all images of facial expressions in 
this study were converted to 224×224 pixels. 
The image is converted to a smaller size in 
order to speed up the image processing 
process. 
 

Model Test 
1. Inception 

Inception is an architecture known as the use 
of modules Inception which has multiple 
convolution filters of different sizes at each 
step. This allows the model to understand 
features at different levels of resolution. 
Inception is used in the classification of 
emotions by changing the final layer and 
adjusting it to the number of emotion 
categories. Inception is also trained with a 
dataset of facial images that have emotion 
labels. The structure of the Inception module 
can be seen in Figure 2. 

2. MobileNet 
MobileNet is an artificial neural network 
architecture designed for computational 
efficiency on low-power devices. It uses 
depthwise separable convolution to reduce 
the number of parameters and operations 
required. MobileNet is used in emotion 
classification by replacing its final layer with 
the appropriate layer for the task. The last 
layer consists of a shipping layer and an 
output layer with the number of neurons in 
each emotion category identified. MobileNet 
trained using a facial image dataset with 
emotion labels. During training, the model will 
learn appropriate feature representations to 
classify emotions. 

3. ResNet 
ResNet is known for its deep layers and 
unique structure with skip connections or 
shortcut connections. ResNet is used in 
emotion classification by adding a final layer 
appropriate for the task. Like MobileNet, the 
layer consists of a shipping layer and an 
output layer. ResNet also trained with a 
dataset of facial images for each emotion 
label. Deep architecture helps models to 
understand more abstract and complex 
features. 

Ensemble 
Model Ensemble is an ensemble method 

used in machine learning to improve the 
performance of emotion classification by 
combining the prediction results from several 
individual models and choosing the emotion class 
that gets the most votes (majority) as the final 
prediction. The step of working on this method is 
to calculate the results of each classifier 
(Inception, MobileNet, and Resnet), then it will be 
weighted again using Ensemble weighting, 
namely majority voting, average of probability 
and weighted voting [31]. As discussed in [33-
35], such approaches are able to achieve very 
competitive research in some fields. 

In Figure 11, there is a design and 
simulation flow for 3 models, where model A 
(InceptionV3), model B (MobileNetV2) and model 
C (ResNet152) will take the final weight from 
each model without changing the contents of 
each model. The final weights of each model will 
be combined using Average voting. 
 
Model Evaluation 

In this study, a comprehensive evaluation 
was carried out on the performance of three 
different facial emotion classification models: 
Ensemble Model, ResNet, MobileNet, and 
Inception. This evaluation aims to provide in-
depth insight into the ability of each model to 
identify and classify emotional expressions on the 
faces of school students. The parameters used 
are: 
1. Accuracy 

Accuracy measures the percentage of correct 
predictions out of the total predictions made 
by the model. This parameter provides a 
general idea of how well the model recognizes 
emotional expressions in facial images. 

2. Precision 
Precision measures the proportion of correct 
positive predictions out of all positive 
predictions made. In this context, precision 
indicates how precise the model is in 
predicting positive emotions. 

 

 
Figure 11. Ensemble Block Diagram  
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3.  Recall 
Recall, also known as sensitivity, measures 
the proportion of correct positive predictions 
out of all positive cases in the actual data. 
This parameter shows the extent to which the 
model is able to detect all existing emotional 
cases. 

4.  F-1 Score 
F1-score is the harmonic meaning between 
precision and recall. This metric provides 
insight into the balance between positive 
accuracy and sensitivity in the model. 

 
RESULTS AND DISCUSSION 

After a series of experiments carried out 
involving three different classification models, 
namely ResNet, MobileNet, and Inception, as 
well as an ensemble approach. The performance 
results of the model can be seen in Table 2. 

Based on Table 2, it can be identified that 
all models and ensemble approaches have good 
performance with accuracy above 0.8. This 
shows that all models are able to recognize 
emotional expressions on students' faces at a 
high level. The ResNet model has the best 
performance with the highest accuracy, precision, 
recall, and F1-score, which is 0.86, and the 
ensemble model achieves the highest 
performance with the highest accuracy, precision, 
recall, and F1-score, 0.9. This shows that 
combining the prediction results from all models 
provides better results than individual models. 

Graphical visualization of the accuracy-
loss and confusion matrix results for each model 
can be seen in Figure 12-19, and the results 
show that there is a difference in the accuracy of 
each model. 
 

Table 2. Model Performance Comparison 

Model Accuracy Precision Recall 
F1 

Score 

MobileNet 0.85 0.85 0.85 0.85 

Inception 0.84 0.85 0.84 0.84 

ResNet 0.86 0.86 0.86 0.86 

Ensemble 0.9 0.9 0.9 0.9 

 

 

Figure 12. Accuracy-Loss Graph of the MobileNet 
model. 

 
Figure 13. Confusion Matrix of the MobileNet 

Model  
 

Figure 12 shows the accuracy and loss of 
the facial expression classification model using 
MobileNet during training. The graph on the left 
shows the model's accuracy on training data 
(blue line) and validation data (orange line) 
increasing over time. The graph on the right 
shows the model loss on training data (blue line) 
and validation data (orange line) decreasing over 
time. 

A confusion matrix is a table that shows 
the performance of a classification model on test 
data. This image has rows representing actual 
labels and columns representing predicted labels. 
Each cell in the table shows the number of 
samples that had a particular true label and were 
predicted to be a particular label. In the case of 
facial expression classification using the 
MobileNet model, the confusion matrix shows 
how well the model predicts each facial 
expression. From this image, the model can 
correctly predict 42 images of Angry, 38 Bored, 
51 Surprised, 43 Happy and 42 Sad face.  

Figure 14 shows the results of the 
Inception model training. The graph on the left 
shows the accuracy of the model, while the graph 
on the right shows the loss values. Both graphs 
have an x-axis that ranges from 0 to 50, which 
may indicate the number of training epochs. 

 

Figure 14. Inception model Accuracy-Loss graph 
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The blue lines on both graphs represent training 
data, while the orange lines represent validation 
data. 

From the accuracy graph, it can be seen 
that the training accuracy increases steadily from 
0.3 to 0.9, while the validation accuracy varies 
between 0.7 and 0.9. This shows that the model 
is able to learn patterns from training data well. 
And from the loss graph, it can be seen that the 
training loss value decreases steadily from 2.5 to 
0.0, while the validation loss value varies 
between 1.0 and 1. This shows that the model is 
able to minimize prediction errors in the training 
data. Overall, this graph shows that the Inception 
model has been trained properly and is able to 
learn patterns from the training data.  

From Figure 15, it can be concluded that 
the model can predict 39 sad images, 52 
Surprised, 43 Angry, 47 Happy and 37 Bored 
images. The model is very accurate in predicting 
surprising images. This is evidenced by the 
second column which has a value of 52 and the 
other rows have a value of zero, but the difficulty 
in predicting bored images is evidenced by the 
fifth column, the fifth row which is smaller than 
the others, namely 37. 

This graph shows the comparison between 
accuracy and loss on training and validation data 
during the training of a facial emotion 
classification model using ResNet. 

 

 
Figure 15. Confusion Matrix Model Inception 

 

 
Figure 16. ResNet Model Accuracy-Loss Graph 

 

The graph on the left shows that accuracy on 
training data increases steadily from 0.3 to 0.9, 
while accuracy on validation data increases from 
0.3 to 0.7 and then decreases slightly. The graph 
on the right shows that the loss on the training 
data decreases steadily from 10 to 4, while the 
loss on the validation data decreases from 10 to 
6 and then increases slightly. With the 
EarlyStopping callback, the training process 
stops at the 28th epoch because there has been 
no increase in validation accuracy for 10 
consecutive epochs. This indicates that the 
model has reached its optimum point and will not 
improve further. 

A confusion matrix is a table used to 
evaluate the performance of a machine learning 
model. This table has rows representing actual 
labels and columns representing predicted labels 
[32]. The numbers in the table indicate the 
number of events that fall into each category. 
Diagonal values represent the number of events 
correctly predicted by the model, while off-
diagonal values represent the number of events 
predicted incorrectly by the model. Cell colors 
range from light blue to dark blue, with darker 
colors indicating higher values. 

From Figure 17 it can be concluded that 
the model can correctly predict images of Sad 41, 
shocked, 52, angry 43, happy 46 and bored 40. 
The model is very accurate in predicting startled 
images. This is proven by the second column is 
worth 52 and the other row is zero. 

Based on Figure 18, the ensemble model 
of three models, namely ResNet, Inception, and 
MobileNet, has been trained well. The accuracy 
graph shows that training and validation accuracy 
increases over time, and both are close to 1.0 at 
the end of training. The loss graph shows that the 
training and validation losses decrease with time, 
and both approach 0 at the end of the training. 
This shows that the model is able to learn 
patterns from training data and is also able to 
generalize well to validation data. 

 

 
Figure 17. ResNet Confusion Model Matrix 
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Figure 18. Ensemble Model Accuracy-Loss 

Graph 
 

 
Figure 19. Confusion Matrix Ensemble Model 

 
From Figure 19, it can be concluded that 

the model can predict 44 Bored images, 45 
Happy, 44 Sad, 53 Surprised and 42 Angry. The 
model is very accurate in predicting surprising 
images. This is proven to be worth 53 but the 
difficulty in predicting the Angry image is worth 42 
images. By providing an extensive comparative 
evaluation, future research will be able to 
evaluate the SOTA (state-of-the-art) approaches 
in this specific field. 

 
CONCLUSION 

Based on the results discussed earlier, it 
can be concluded that the ensemble approach 
has the best performance in recognizing and 
classifying students' facial emotions, namely by 
obtaining an accuracy of 90%. The ResNet 
model is also the individual model with the 
highest performance with an accuracy of 86%, 
while MobileNet and Inception still provide 
satisfactory results with an accuracy of 85% and 
84%. The use of an ensemble approach or the 
ResNet model can be considered for 
implementation in an educational environment, 
taking into account the specific needs and 
available resources. 
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