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Abstract  
Ensuring airport security is of paramount importance to safeguard 
the lives of passengers and prevent acts of terrorism. In this 
context, developing advanced technology for early terrorist 
detection is crucial. This paper presents a novel approach to 
enhancing security measures at airport checkpoints by applying 
Convolutional Neural Network (CNN) and Artificial Neural Network 
(ANN) algorithms in face image recognition. Our system utilizes 
state-of-the-art artificial intelligence techniques to analyze facial 
features. Our research uses VGG architecture and pre-trained with 
face data as a CNN model. This model is used to extract face 
embedding features from the dataset. These embedding features 
are then compressed with Principal Component Analysis (PCA) to 
obtain the meaningful feature as training data for the ANN 
algorithm. We trained our system using data from 500 identities 
data with 60 data for each identity.  This training enables our 
system to recognize known terrorists and individuals on watchlists 
by comparing the facial features of individuals passing through 
security checkpoints with those in the database. The proposed 
CNN-ANN-based face recognition system not only enhances airport 
security but also significantly reduces the processing time for 
security checks. It can quickly identify potential threats, allowing 
security personnel to take appropriate actions in real time ensuring 
a rapid response to security concerns. We present the architecture, 
training methodology, and evaluation of the CNN-ANN model, 
achieving a high accuracy of 91.16% and precision of 91.36%. 
Through this research, we aim to increase airport security and 
strengthen efforts to combat terrorism, making air travel safer and 
more secure for all passengers.  
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INTRODUCTION 

Airports are critical hubs of global 
transportation, serving millions of passengers 
daily. Ensuring the safety and security of these 
travelers is a top priority for governments and 
airport authorities worldwide [1]. The ever-
present threat of terrorism necessitates 
constant innovation in security measures [2][3]. 

Traditional security screening procedures at 
airports, which often rely on manual document 
verification and surveillance, are resource-
intensive, time-consuming, and susceptible to 
human error [4]. Emerging technologies, 
particularly in the field of artificial intelligence 
and deep learning, offer promising innovations 
for improving the efficiency and accuracy of 
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security checks [5]. In response, we introduce 
an approach for enhancing airport security by 
applying Convolutional Neural Network (CNN) 
algorithms in face image recognition [6]. 

Convolutional Neural Network (CNN) is a 
class of deep learning algorithms specifically 
designed for processing and analyzing visual 
data, such as images and videos [7]. CNNs are 
inspired by the human visual system and are 
adept at automatically learning and recognizing 
intricate patterns, features, and structures within 
images [8][9]. They employ convolutional layers 
to scan and filter input data, enabling them to 
capture complex hierarchies of features and 
identify objects and patterns with remarkable 
accuracy [10][11]. In airport security, CNNs are 
harnessed for precise face image recognition, 
making them a powerful tool for enhancing 
security measures and early detection of 
potential threats [12]. This paper explores the 
application of CNN algorithms to improve airport 
security at checkpoints, leveraging their 
proficiency in facial feature analysis to strengthen 
safety protocols while expediting the screening 
process [13].  

Several studies have explored the 
integration of face recognition technologies, 
including the use of CNN algorithms, in airport 
security settings over the years [14][15]. These 
initiatives aim to enhance security protocols and 
streamline passenger screening processes. 
Notably, early face recognition implementations 
at airports primarily focused on biometric 
authentication for expedited check-in and 
boarding procedures [16][17]. However, in the 
wake of heightened security concerns, the scope 
of these applications expanded to include the 
early detection of potential threats. Past research 
efforts have demonstrated the feasibility of 
deploying face recognition systems powered by 
CNN and other machine learning algorithms to 
identify individuals on watchlists or with known 
affiliations to terrorism [18, 19, 20]. These 
endeavors aid the foundation for more recent and 
comprehensive projects seeking to strengthen 
airport security, minimize false positives, and 
provide an efficient means of detecting people of 
interest. The evolution of these studies reflects 
the growing importance of advanced 
technologies in safeguarding airports and the 
critical role that CNN and ANN-based face 
recognition play in meeting these security 
challenges.  
 
METHOD 

The methods or stages in this research are 
shown in the flow diagram in Figure 1. According 
to the flowchart of the research stages, the first 

stage in this research is the preparation of tools 
and materials, as shown in Table 1.   

The next step is collecting facial image 
data. We used the CASIA Web Face dataset, 
which originally contained 494,414 face images 
of 10,575 real identities. We selected identities 
with at least 60 images, resulting in 500 
identities. Several samples of facial data are 
shown in Figure 2.  

It is crucial to acknowledge that the 
successful implementation of CNNs often relies 
on the availability of substantial and diverse 
datasets. The more extensive and varied the 
dataset, the better the CNN can capture the 
complexities and nuances of the target domain 
[21][22].  

 
Table 1. Research Tools and Materials 

Tools Material 

1. Python programming language Face image 
data 
 

2. Streamlit python library 
3. Web camera 
4. Computer 

 

 
Figure 1. Flowchart of the Research Stages 

 
 

    

    
Figure 2. Sample of Face Image Data 
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This research used several augmentation 
methods including translational, color, and 
rotational augmentation. All augmentation-type 
formulas that are used in this research are shown 
in Table 2. The augmented dataset is then 
standardized in pixel size to 80x80 pixels. 

We implemented two translation 
augmentation types, right and left, for 10 pixels. 
The translated images were then processed for 
color augmentation, including Gaussian blur, 
gamma correction to make the image lighter or 
darker, histogram equalizer, Gaussian noise, and 
sharpening. The translation results were also 
used as input for rotation augmentation. For 
rotation augmentation, rotating the image to -6 
and 6 degrees. This augmentation process 
increased the diversity of the face image dataset, 
improving the performance of the recognition 
model and preventing overfitting during the 
model-building process. 

After the image dataset was successfully 
formed, the next step was to create a face 
detection program using the tools and materials 
mentioned in Table 1. The program processed 
the image data and implemented the CNN 
algorithm structure. Next, after the data had been 
processed and the CNN algorithm was ready, the 
detection system training and testing process 
was carried out according to the desired 
parameter variations. To test the system, we 
used a confusion matrix as shown in Figure 3. 

From the confusion matrix, we can obtain 
four variables: TP (True Positive), FP (False 
Positive), FN (False Negative), and TN (True 
Negative). Those variables evaluate the model’s 
prediction result compared with actual data [27]. 

 
Table 2. List of Augmentation Type Formula 
Augmentation Type Formula 

Translation [23] 

 
Gaussian Blur [24] 
 

 
Gamma Correction [25] 

 

Histogram Equalizer 
[25] 

 

Gaussian Noise [24] 

 
Sharpen [26] 

 
Rotation [23] 

 

 

 
Figure 3. Confusion Matrix 

 
Based on these variables, we can 

calculate the accuracy and precision values 
according to the formulas in (1) and (2). Accuracy 
value in the classification system is the 
percentage of data classified correctly in the 
process of measuring classification results. 
Meanwhile, precision is the proportion of cases 
classified as positive that are true positives in the 
actual data [28]. 

 
(1) 

 
(2) 

The evaluated model is then used inside 
the web application to recognize the face image 
inputted to the website. The web application is 
designed simply with a single main menu and a 
left sidebar as shown in Figure 4. The main menu 
displays uploaded images and the face image 
recognition results. The sidebar allows users to 
upload or choose a face image. 

A use case diagram is a visual 
representation in UML (Unified Modeling 
Language) that illustrates how a system interacts 
with external entities (actors) and the specific 
actions or functions (use cases) that the system 
performs in response to those interactions [29]. 
Users or security staff in this web application can 
see the results of face image recognition that 
have been uploaded or selected using the 
previously built CNN model. The user experience 
with this web application is shown in the use case 
diagram in Figure 5. 
 

 
Figure 4. User Interface Navigation 

 

 
Figure 5. Use Case Diagram 
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Figure 6 shows a real use case of this web 
application to mitigate the threat of terrorism act 
at the airport gate. At the gate, airport security is 
shown the face results of possible terrorist face 
identities that have been trained based on a web 
or small sample face image of the terrorist. 
Based on the result, airport security staff can 
conduct a secondary inspection of the suspected 
passenger.  

 
RESULTS AND DISCUSSION 
Dataset Acquisition and Augmentation 

From the 10,575 real identities in the 
CASIA Web Face Dataset, we selected 500 
identities with at least 60 face images [30]. Using 
the augmentation type formula in Table 2, we 
performed an augmentation process for each 
image in the dataset. An illustration of the 
augmentation process for a single image is 
shown in Figure 7.  

After the augmentation process, the initial 
60 images per identity increased to a total of 600 
images per identity, as shown in Figure 8. This 
resulted in a total of 300,000 images. The dataset 
was then divided into training, validation, and 
testing groups with a ratio of 75% for training 
data (225,000 images), 15% for validation data 
(45,000 images), and 10% for test data (30,000 
images). This augmented dataset was then used 
to extract face embedding data using CNN-based 
VGG FaceNet architecture with pre-trained 
weights from another face dataset. The original 
feature shape of the VGG FaceNet model (2622 
features) was reduced to 128 features using 
Principal Component Analysis (PCA). The 
training and validation data for the face 
embeddings were used in the ANN algorithm 
training process. Meanwhile, the test data was 
not included in the ANN training process and was 
used to calculate accuracy and precision values 
for model performance and evaluation. The step-
by-step process is shown in Figure 9. 

 

 
Figure 6. Face Image Recognition at Security 

Checkpoint Illustration 
 

 

 
Figure 7. Image Augmentation Process 

 
 

  
Figure 8. CNN Architecture Diagram 

 
CNN-ANN Algorithm Layer Structure 

The CNN-based VGG FaceNet 
architecture model shown in Figure 9 consists of 
multiple repetitions of the convolution layer with a 
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ReLU activation function, a maximum pooling 
layer, and a Fully Connected (FC) layer [31].  

The formula for each layer in this CNN-
ANN is summarized in Table 3. The convolution 
layer operation involves sliding filters (W) over 
the input data (h), resulting in a two-dimensional 
activation map or feature map, which indicates 
the presence of learned features at different 
spatial locations in the input. ReLU is preferred 
over other activation functions (like sigmoid or 
hyperbolic tangent) in deep learning because it 
helps mitigate the vanishing gradient problem 
and accelerates the convergence of the training 
process [32]. Max pooling helps make the 
network more robust to small translations and 
variations in the input data while reducing the 
computational load by reducing the number of 
parameters. Max pooling operates over a local 
receptive field or window within the input feature 
map. For an input feature map X with dimensions 

H × W × D, where H denotes height, W denodes 
width, and D denotes depth (number of 

channels), max pooling with a window size of k × 
k and stride s produces an output feature map Y 
of reduced dimensions. Each of these layer’s 
studies the characteristics of the image from 
simple to complex characteristics [33]. The 
process then continues with a fully connected 
layer until the 2622 face embedding feature 
output is obtained.  

For the ANN model, we construct five fully 
connected layers: the first layer as input, three 
hidden layers, and the last layer as output, as 
shown in Figure 10.  

 

 
Figure 9. CNN-VGG FaceNet Architecture 

Diagram 
 

Table 3. List of CNN-ANN Layer or Operations 
Formula 

Layer/Operation Formula 

Convolution 
 

ReLU [30] 
 

Max Pooling [31] 
 

Fully Connected 
(FC) Layer 

 

Softmax [34] 

 

 
 
 

 

 
Figure 10. ANN Layer Structure 

 
The first FC layer has a size of 128 nodes, 
followed by the hidden layers with sizes of 256, 
512, and 1024 nodes to learn the embedding 
features and classify 500 outputs in the last layer. 
We also add the ReLu activation function for 
each node in the input and hidden layers, and the 
SoftMax activation function for the last output 
layer. The primary function of SoftMax is to 
convert raw output scores from the network's 
final layer into a probability distribution over a 
predefined set of classes, facilitating the 
interpretation of these scores as probabilities. 
 
CNN-VGG FaceNet Extract Embeddings 

All the face image data points are inputted 
into the CNN-VGG FaceNet architecture model 
with pre-trained weights to extract each face 
image embedding feature data. This embedding 
data is unique for each face image data, hence 
its representation of the face image. Before 
entering PCA to filter important features, each 
embedding data is normalized using a standard 
scaler to remove the mean and scale each 
feature/variable to unit variance.  

 
ANN Embedding Train Process 

The ANN algorithm that has been defined 
is then used for the face image embedding data 
training process. We set the training process to 
run for 50 epochs, with a callback function to 
monitor the validation accuracy. If the validation 
accuracy remains at its maximum for 5 epochs, 
the training process will stop. During the training 
process, the model with the best validation 
accuracy will be used in the testing and detection 
processes on face images. During the training 
process, a graph of model error values (model 
loss) and model accuracy values (model 
accuracy) is produced, as shown in Figure 11. 
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(a) (b) 

Figure 11. Graph of Model (a) Loss (b) Accuracy 
During Training 

 
Based on the graphs above, the model 

loss graph in Figure 11(a) shows that as the 
training process progresses, the error value 
decreases in the first three epochs, and then 
starts to increase. The model accuracy graph in 
Figure 11(b) shows that as the training process 
progresses, the accuracy increases during the 
first three epochs and then stabilizes around 
91%. This interpretation indicates that the model 
training process appears to be progressing 
successfully in the first three epochs, as 
evidenced by the decreasing error value and 
increasing accuracy value. However, for the rest 
of the epochs, validation accuracy remains 
stagnant, and loss values increase. The training 
process stopped at 32 epochs after the callback 
function of maximum validation accuracy for five 
epochs was triggered. 
 
ANN Embedding Testing Process 

The total test data used comprised 30,000 
images. The testing process was carried out 
individually for each image, starting with 
extracting 2,622 embeddings in the CNN-VGG 
FaceNet model, filtering important features with 
PCA, and then predicting the 128 features using 
the ANN model to determine the identities of the 
face images. Each predicted result was recorded 
and compared with the target label of the test 
data. 

Based on the formulas for calculating 
accuracy in (1) and precision in (2). So, the 
following results were obtained. 

 
From the calculations described above, the 

facial classification model evaluation achieved an 
accuracy of 91.16% and a precision value of 
91.31%. These results indicate that the model 
can identify nine types of faces with high 
accuracy and precision. Figure 12 shows a 
snapshot of the prediction results on the test 
data. Most of the facial type of prediction results 
align with the actual data, although there are still 
some errors in the prediction results. The 
emergence of errors in the prediction results is 

due to the fact that the two individuals have 
similar physical facial characteristics. It can be 
shown from each actual facial images in Figure 
13. 

 
Comparison With Other Algorithms 

In this subsection, we evaluate the face 
image recognition task from our study with other 
similar research or study. As shown in Table 4, 
our proposed algorithms CNN Embeddings 
combine with ANN as classifier to recognize face 
image achieves the accuracy result of 91.2% 
above the other algorithms result. This result was 
achieved due to our algorithms using CNN facial 
embedding extraction as input for the ANN.  

 

 
Figure 12. Sample of Image Prediction Result 

 

 

     
Figure 13. Analysis of False Prediction Result 

 
Table 4. Comparison With Other Algorithms 

Algorithm Accuracy 

Haar Cascade + LBP Histogram [35] 77.0% 
Artificial Neural Network [36] 80.0% 

Principal Component Analysis [37] 82.0% 

PCA + ANN [37][38] 91.0% 
CNN Embeddings + ANN 91.2% 



p-ISSN: 1410-2331  e-ISSN: 2460-1217 

 

E. I. Anggraini et al., Development of face image recognition algorithm using CNN in … 39 

 

 

 

 

 

Figure 14. Web Application Result with Flow Process 

 

It gives more meaningful features to identify 
characteristic differences between classes' face 
images. Besides that, our proposed model also 
can work with larger face image classes of 500 

individual data. So, it can be used in airport 
security for terrorists' early detection considering 
that the number of people at the airport is large. 
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Web Application Development 
Simple web applications are built using 

Python programming language, as it was used 
for building our CNN-ANN model, and the 
Streamlit library for building the web interface 
based on our web navigation and use case 
diagram in Figure 5 and Figure 6. Initially, our 
web application only displayed a blank main 
menu and a sidebar with buttons for uploading 
and detecting face images. After the user selects 
the desired face image to detect, the left column 
in the main menu shows the original image that 
the user has already uploaded. To detect who is 
in the images, the user clicks the detection 
button, and the right column in the main menu 
shows the original image with a caption 
containing the detection result of the image. The 
web application interface result and its flow 
process are shown in Figure 14. 

To test the reliability of our deployed web 
application, we conducted another test using 
outside data, other than the train-validation-test 
dataset. We prepared 1000 face images, and the 
prediction results showed 873 correct 
identifications and 127 incorrect ones, resulting in 
an 87.3% accuracy score for the web application. 
Based on the result, we conclude that the 
application is reliable and accurate enough to 
recognize the identities of the trained face image 
dataset. 

 

CONCLUSION 
Through this research, we developed an 

artificial intelligence-based early detection system 
for terrorist face recognition. This system is 
integrated with a web application designed for 
airport security checkpoints and utilizes the CNN-
ANN method to identify faces. Our results show 
that the system can accurately identify 500 
terrorist faces. The accuracy of the system during 
testing was 91.16%, with a slightly higher 
precision at 91.31%. When tested as part of the 
web application, the system achieved an 
accuracy of 87.3%. This indicates that while the 
system performs well in a controlled environment, 
there is a slight decrease in performance when 
deployed in a real-world application. In 
conclusion, our AI-based system demonstrates 
strong potential for enhancing airport security. It 
effectively identifies a wide range of terrorist 
faces with high accuracy and precision, though 
there is room for improvement in its web 
application performance.   
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