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Abstract  

People with visual impairments often face difficulties in determining 
the authenticity of paper money, which is a crucial skill to avoid fraud. 
The limitations of traditional methods, like blind codes for visually 
impaired people, require a more advanced and efficient solution. 

Previous methods of currency detection using Convolutional Neural 
Network (CNN) techniques, including the VGG-19 architecture, have 
often encountered challenges, particularly the long training times 
required. Therefore, we propose using transfer learning techniques 
and modifying the top layers of the VGG-19 model, known as fully 

connected layers, within a mobile application with audio feedback 
built using Android Studio. These modifications involve substituting 

the three fully connected layers with dense and flattened layers. We 
also implemented hyperparameter tuning, including adjusting the 

batch sizes and setting the number of epochs. The datasets used 
Indonesian Rupiah paper currency from the 2022 emission year, 
specifically Rp 50,000 and Rp 100,000 denominations. The best 
transfer learning VGG-19 model achieved a batch size of 32 and an 
epoch of 50, resulting in a high accuracy of 88%. Response speed 

testing with performance profiling on Android Studio showed an 
overall average response time of 458 ms. The main advantage of 
using transfer learning with the VGG-19 model is that it significantly 
reduces training time while still achieving high accuracy, 

differentiating this work from previous studies that relied on training 
from scratch, which is more time-consuming and resource-intensive. 
Therefore, this mobile app can be categorized as having a fast 
response time. 
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INTRODUCTION  
Money is essential in daily life, such as 

buying, selling, and transactions for people with 
visual impairments [1]. Visually impaired people 

run the risk of becoming victims of fraud or making 
mistakes while giving or receiving money because 
they are unable to identify the value of currency 
with their eyes [2]. According to the Payment 
System Statistics and Financial Market 

Infrastructure (SPIP) report by Bank Indonesia, 
the amount of money in circulation suspected to 
be counterfeit or of questionable authenticity rose 
by 24% between 2023 and early 2024. This 

increase corresponds to approximately IDR 
192,647 banknotes. Additionally, according to 
information from the Republic of Indonesia's 
Ministry of Health (Kemenkes RI), 1.5% of the 
country's population is visually impaired. Given 
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that there are 250 million people living in Indonesia 
today, at least 4 million of them suffer from visual 
impairments, including blindness and low vision 
[3]. 

Visually impaired individuals encounter 
several challenges while identifying currency, 
mainly because banknotes often have similar 
designs and sizes without enough distinct features 

that can be easily discerned through touch [4]. 
Several series of Indonesian Rupiah banknotes 
have been equipped with blind codes, which are 
unique markers to facilitate identification by 
visually impaired users [5]. The blind code applied 

to the 2022 currency notes shares similarities with 
the one found on the 2016 currency notes, as both 
consist of a series of lines embedded on each 
denomination of money. Despite the availability of 

Blind codes, visually impaired individuals still 
encounter difficulties distinguishing the 
denominations of paper currency using this 
method. The use of Blind code on paper currency 
may not be effective for individuals with visual 

impairments for several reasons. Firstly, the 
raised lines can experience damage over time, 
making them difficult to identify. Secondly, for 
individuals with visual impairments who are not 

accustomed to or have reduced touch sensitivity, 
distinguishing the line patterns might provide 
some difficulties. Thirdly, variations in the design 
of banknotes across issuances might lead to 
confusion. 

Therefore, the existence of weaknesses in 
traditional methods, such as blind codes for the 
visually impaired, requires a more sophisticated 
and efficient solution. Computer-based technology 

can provide a solution by performing image 
processing on Rupiah currency images to facilitate 
the detection of information on the denomination 
and authenticity of the currency. Machine learning 

is a branch of computer science that allows 
systems to learn from data and make decisions 
without explicit programming [6]. Machine learning 
relies on developing algorithms that can analyze 
and learn from data so that the system may 

identify a train, create a prediction, or provide a 
response with a high level of accuracy by 
analyzing and interpreting the data [7]. Several 
machine learning algorithms have been 

developed and refined to enhance the efficiency 
and accuracy of detection processes, including 
Logistic Regression, Linear Discriminant (LDA), K-
Nearest Neighbor (K-NN) Decision Tree Classifier 
(DTC), Random Forest Classifier (RFC), Support 

Vector Machine (SVM), Artificial Neural Network 
[8][9]. Additionally, machine learning, such as 
logistic regression or decision trees, features must 
be manually extracted, which may not be efficient 

or effective in complex or image-based tasks [10]. 
Deep learning enables neural networks to 
automatically identify complex patterns that might 
cause difficulties in human perception, thus 

enhancing performance in tasks, including 
classification and recognition [11]. 

Deep learning, recognized for its 
advancements in computer vision, provides a 

unified approach to various tasks using algorithms 
that mimic human behavior. Unlike traditional 
machine learning, which involves multiple steps, 
deep learning analyzes patterns in large datasets 
across fields like image and text analysis, 

language processing, financial forecasting, and 
medical applications [12][13]. The Convolutional 
Neural Network (CNN) method, a significant 
advancement, uses convolutional layers to 

effectively process spatial patterns in images, 
making it suitable for detecting unique features of 
banknotes [14]. 

CNNs are commonly used for banknote 
image processing, though traditional training 

methods can be time-consuming and prone to 
overfitting [15][16]. Laavanya Mohan and 
Vijayaraghvan[17] utilized Transfer Learning (TL) 
with AlexNet to identify counterfeit money, 

achieving 75% accuracy with a model trained on 
Indian banknote images. However, this method 
may not generalize well to currencies other than 
Indian banknotes, and the accuracy is relatively 
low for practical applications. While Kiran Kamble 

et al. [18] achieved 85.6% accuracy using a 
custom CNN with a dataset of real and fake 
banknotes, their CNN model required significant 
manual intervention, and their approach might 

overfit the dataset used, limiting its generalization 
to new data. Siddiki et al.[19], developed a system 
for detecting Bangladeshi banknotes with 86% 
accuracy using CNN and FLANN-based Matcher 

with SIFT, available on web and Android 
platforms. This approach's reliance on SIFT 
features can limit its adaptability to different 
currency types or environmental conditions. Saini 
et al. [20], relied on traditional feature extraction 

methods, which may not fully capture the nuances 
needed for accurate currency detection. This limits 
their model's robustness, especially in handling 
diverse and complex currency images. Channum 

Park et al. [21], developed a three-stage detection 
system, which may not be sufficient for robust and 
scalable applications, using Faster R-CNN, 
geometric constraints, and ResNet for South 
Korean banknotes. The performance of these 

models can degrade when applied to new or 
unseen currencies, indicating a need for more 
advanced feature extraction techniques. Gurjot 
Singh and Jasjot Singh [22] employed advanced 
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supervised image processing and the F-KNN 
method to analyze currency, achieving a precision 
of 68.3% using confusion matrices and ROC 

curves. 
Therefore, in this research, we propose 

using the CNN approach with the VGG-19 
architecture, applying transfer learning 
techniques, and creating modifications to the top 

layers of the VGG-19 model, namely the fully 
connected layers. These modifications involve 
substituting the three fully connected layers with 
dense and flattened layers.  The modified VGG-19 

architecture comprises 16 Convolutional Layers 
utilized for feature extraction, followed by max-
pooling layers grouped into five blocks, with an 
additional two layers (Flatten and Dense) 

employed for the classification stage. This study 
also conducted hyperparameter tuning by 
adjusting the batch size and number of epochs to 
achieve better accuracy performance. The batch 
size impacts how quickly a model learns and how 

stable the learning process is [23]. Our approach 
includes developing a mobile application that 
performs real-time currency detection and 
provides audio feedback, making it accessible to 

visually impaired users.  
The VGG-19 transfer learning model, 

achieving the highest accuracy, will be 
implemented in a mobile app using JavaScript and 
Android Studio. An application is software 

designed for specific tasks on specialized systems 
[24], focusing on problem-solving through various 
data processing techniques [25]. Java, known for 
its flexibility and cross-platform capability, adheres 

to the "write once, run anywhere" principle [26]. 
Android Studio aids app development with 
features like emulators for device previews 
[27][28]. For real-time object detection and audio 
feedback for visually impaired users, this research 

utilizes the gTTS (Google Text To Speech) API to 
convert analysis results into audio. Bhuyan et al. 
(2019) demonstrated that TTS technology 
effectively supports text detection and audio 

feedback, aiding in currency authenticity 
verification for the visually impaired [29].  

This study tackles key issues in current 
currency detection methods, particularly those 
using Convolutional Neural Networks (CNN) like 

the VGG-19 model. Existing methods often face 
challenges such as long training times and poor 
real-time performance. We introduce a new 
approach using transfer learning specifically for 

Rupiah currency detection to address these 
issues. We modify the VGG-19 model by replacing 
its three fully connected layers with dense and 
flattened layers, enhancing the model's accuracy 

on small datasets and speeding up the training 
process, resulting in better performance for real-
time applications compared to existing methods. 

Additionally, our study presents a novel use of 
text-to-speech technology (gTTS API) to provide 
immediate audio feedback, offering a more 
effective solution than traditional methods like 
blind codes for visually impaired users. By 

combining these new techniques, our research 
offers a fresh contribution to the field, overcoming 
the limitations of previous methods and making 
currency recognition technology more accessible 

and practical for visually impaired individuals. 
 

METHOD 
Dataset 

The dataset used consists of the 
Indonesian Rupiah currency released in 2022. 
Meanwhile, the counterfeit currency dataset 
consists of toy money that was issued in the same 
year, 2022. The process of collecting data is 

shown in Figure 1 and Figure 2.    
The dataset consists of 50,000 Real and 

50,000 Fake, 100,000 Real and 100,000 Fake. 
The number of image data for each denomination 

is 200 for real currency and 200 for counterfeit 
currency. Therefore, a dataset consisting of 4 
classes has 800 image data experiment. The 
dataset will be used as input data for the 
preprocessing step, utilizing Image Augmentation 

by performing flipping and rotating to enhance 
data diversity and the classification stage. 

 

Methods 
This study aims to detect currency 

authenticity using the deep learning method 
Convolutional Neural Network (CNN) with VGG-
19 architecture and Transfer Learning. Figure 3  
presents the flowchart of the Transfer Learning 

VGG-19 method used in the experimental design. 
 

 

Figure 1. Real Currency 
 

 

Figure 2. Fake Currency 
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Figure 3. Flowchart Of The Transfer Learning 
VGG-19 Method 

 
Pre-Trained Model with ImageNet 

The pretraining process on the ImageNet 

dataset is performed by utilizing a transfer learning 
model architecture (VGG-19) and training it on the 
ImageNet dataset. During the pretraining phase, 
the model learns useful feature representations 

from the images in the ImageNet dataset, such as 
edges, textures, and more complex features that 
enable the model to distinguish between different 
types of objects accurately. Algorithm 1 is the 
pseudocode for a pre-trained VGG-19 model. 

 
Algorithm 1. Pseudocode of Transfer Learning VGG-19  

Input: Image Dataset 
Output: Prediction layer, Trained Model 

 
1. Input image data of (224, 224, 3) 'input_shape=(224, 

224) + tuple([3]) ' 
2. Initialize ImageNet pre-trained model  
3. Exclude the fully-connected layers (top layers) of the 

VGG-19 model 'include_top=False' 
4. Set the pre-trained layers of VGG-19 to be non-

trainable to prevent re-training 'layer.trainable = 
False' 

5. Set the 'Flatten' layer to convert the multi-dimensional 
output of VGG-19 into a one-dimensional vector  

6. Set custom output layer 'Dense' for the specific task 
with 'softmax' activation function 

7. Connect the output of the Flatten layer to the Dense 
layer 

8. Create the final Modified VGG-19 model  
 

 
Preprocessing 

During preprocessing, image augmentation 
is applied by flipping images to increase dataset 

size and prevent overfitting [30]. Images are also 
resized to 224 x 224 pixels to standardize input 
resolution, speeding up training. This study 
applied horizontal flipping by performing a 

transformation that mirrors the image along the 
vertical axis for preprocessing the dataset. 

𝐼𝑎𝑢𝑔(𝑥
′, 𝑦′) = 𝑇𝑓𝑙𝑖𝑝𝑝𝑖𝑛𝑔(𝐼(𝑥, 𝑦)) (1) 

𝑇𝑓𝑙𝑖𝑝𝑝𝑖𝑛𝑔 = (𝑥
′

𝑦′
) = (

𝑊 − 𝑥 − 1
𝑦

)
 

(2) 

Explanation: 

𝐼(𝑥, 𝑦) : The original image with pixel coordinates 

(x,y) 

𝑇𝑓𝑙𝑖𝑝𝑝𝑖𝑛𝑔  : The transformation function that mirrors 

the image horizontally  

𝐼𝑎𝑢𝑔(𝑥
′, 𝑦′) : The augmented image after flipping, 

with new pixel coordinates (x’,y’) 

𝑊 : The Width of the original image I(x,y) 

 
Split Dataset 

Dividing the dataset into training, validation, 
and testing. After augmentation, the number of 
training, validation, and testing data for four 

classes consists of 960 training data, 320 
validation data, and 320 testing data. Algorithm 2 
shows the pseudocode for a splitting data 
process. 

 
Algorithm 2. Pseudocode of Splitting Dataset 

Input: Image Dataset 
Output: Data training, Validasi, Testing 

 
1. Define Split Data  

'def copy_data(source_dir, training_dir, 
validation_dir, testing_dir, split_size) ' 

2. Shuffle data splits  'random.shuffle(files) ' 
3. Calculate the number of files for each split   

'total_files = len(files) ' 
4. Calculate  the number of training files  

'training_length = int(total_files * split_size) ' 
5. Calculate the number of validation files which is half 

of the remaining files after training  
'validation_length = int((total_files - training_length) / 
2) ' 

6. Calculate the number files for testing  
'testing_length = total_files - training_length - 
validation_length' 

  

 

Build Modified VGG-19 Model 
The VGG-19 model will be adapted for 

transfer learning by modifying its convolutional, 
max pooling, flattening, and dense layers. The 
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Flatten layer converts the output from 
convolutional layers into a one-dimensional vector 
for classification by the Dense layers [31]. His 

adaptation omits the usual fully connected layers 
in VGG-19. The Dense layer functions as the 
output layer for multi-class classification, with 
neurons corresponding to the number of classes 
in the dataset. The VGG-19 model with this 

transfer learning technique is illustrated in Figure 
4. 
 
Set Hyperparameter and Training 

At this stage, the hyperparameter tuning is 
performed, including adjusting the Batch Size to 
32, 64, and 128 and setting the number of epochs 
to 20,30,40 and 50. 

 

Creating Mobile Apps  
The system was developed using Android 

Studio. The initial Set-Up Environment phase 
involves installing Android Studio, the Android 

SDK, and other components [32]. Android Virtual 
Devices (AVDs) are created for testing on various 
device configurations [33]. In the front-end 
development, the resources (res) folder includes 

subfolders like drawable, layout, mipmap, raw, 
values, and XML, with XML files defining the app’s 
UI layout [34].  The best model is exported with 
MP3 audio files for the app. Back-end 
development uses Java to manage UI and 

application logic interactions [35].  
 
 

The debugging & Testing phase resolves 
code errors [36], featuring currency detection and 
audio feedback, and is prepared for deployment 

and publication  [37]. The steps are shown in 
Figure 5.  

 

RESULTS AND DISCUSSION 
Runze Lin's study indicates optimal CNN 

accuracy with a batch size of 16 to 32 [38], and 
Kandel and Casteli (2020) support smaller batch 
sizes for better data training [39]. Raniah and 
Humera [40] found the Adam optimizer superior to 

RMSprop increasing epochs generally reduces 
training loss [41]. This study modified the VGG-19 
architecture by replacing three fully connected 
layers with a flattened and dense layer, adjusting 

batch sizes (32, 64, 128) and epochs (20, 30, 40, 
50) using the SoftMax function and Adam 
optimizer on a 4-class dataset.  

Table 1 shows that the best model, with a 
batch size of 32 and 50 epochs, achieved 88% 

accuracy, highlighting that smaller batch sizes and 
more epochs improve VGG-19 accuracy. The 
VGG-19 architecture, with its deep convolutional 
layers, captures complex image features. 

Replacing fully connected layers with dense and 
flattened layers helps the model focus on relevant 
features, reducing overfitting and improving 
generalization. This adjustment enhances 
accuracy for different currency images, with dense 

layers crucial for combining features and focusing 
on significant details. 
 

 

 

Figure 4. VGG-19 Architecture with Transfer Learning Model for Indonesia Currency Detection 
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Figure 5. Steps For Creating Mobile Apps 

 
Table 1. Comparison Performances Model 

Batch 
Size 

Epoch 
Accuracy 

% 
Precision 

% 
Recall 

% 

FI 
Score 

% 

32 20 85.9 86  86 86 
30 86.5 87 87 87 
40 87.8 88 88 88 
50 88 88 88 88 

64 20 85 85 84 84 
30 85.6 86 86 86 
40 86.8 87 87 87 
50 87.8 88 88 88 

128 20 82.8 83  83 83 
30 83.5 84 84 84 
40 85 83 83 83 
50 85.62 88 88 88 

 
The flattened layer converts 2D data into a 

1D vector, essential for classification by dense 

layers while preserving spatial features. Pre-
trained VGG-19 uses features from a large 
dataset, reducing extensive training, which is 
beneficial for limited data and real-time use. 
Smaller batch sizes, like 32, allow frequent weight 

updates, enhancing learning but may introduce 
noise. More epochs, such as 50, help adjust 
weights for better accuracy, though excessive 
epochs can cause overfitting. A confusion matrix 

evaluates a classification model's performance on 
test data [42], as shown for the modified VGG-19 
model in Figure 6.  

Figure 7 and Figure 8 plot validation accuracy and 
loss over 50 epochs. Initially, both training and 
validation losses decrease sharply, indicating 
effective early learning.  

The unsuccessful reading of certain rupiah 
denominations is due to factors observed during 
testing. While the VGG-19 model effectively 
captures complex features, it sometimes 

misclassifies similar denominations due to 
limitations in the fully connected layers. 
Hyperparameters, such as batch size and number 
of epochs, also influence performance, with 
smaller batch sizes potentially introducing noise. 

Despite extensive training, the model shows a 
35% validation loss, indicating difficulty in 
generalizing to new data. To address this, refined 
data augmentation and ensemble methods 

combining multiple models are recommended to 
reduce misclassification. 

 

 

Figure 6. Confusion Matrix Of  4 Class For 
Money Detection 

 
 

Figure 7. Transfer Learning VGG-19 Validation 
Accuracy 
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Figure 8. Transfer Learning VGG-19 Validation 
Loss 

 

The comparative results of the previous 
methods are presented in Table 2. The proposed 

VGG-19 approach outperforms other methods like 
AlexNet, as it uses smaller filters (3x3) that better 
capture details compared to AlexNet's larger filters 

(11x11) [17][43][44]. Unlike Laavanya's webcam-
based method [17], which is less effective for 
visually impaired users, this research integrates 
audio feedback. It also surpasses the methods of 
Kiran Kamble et al. [18] and Chanum Park et al. 

[21] used VGG-16, as VGG-19 has more 
convolutional layers, extracting more detailed 
features. Additionally, it improves upon Siddiki et 
al.'s work [19] by using VGG-19 to extract image 

automatic features more effectively than 
traditional algorithms like SIFT, which are slower 
and less efficient with scale and rotation changes 
[45][46].  

 
Table 2. Comparison Results of Previous Method 

Authors Year Dataset Method 
Accuracy 

(%) 

Laavanya [17] 2019 Indian currency (50,200,500,2000 

rupee) 

Transfer Learning Alex-Net 75 

Kiran Kamble, et al [18] 2019 Indian currency (50 ,2000 rupee) CNN (Transfer Learning 

VGG-16) 

85.6 

M.A Siddiki, et al [19] 2023 Bangladesh currency (200 Tk) CNN dan FLANN Based 

matcher 

86 

Saini, et al [20] 2022 India currency (10 & 2000 rupee) Inception V3 69.7 
Chanum Park, et al. [21] 2020 South Korea currency (10, 50, 100, 

500, 1000, 5000, 10000, 50000 KRW 

Faster R- CNN (VGG-16) 85 

Gurjot Singh [22] 2021 Indian Currency Fine K-Nearest Neighbour 

(f-KNN) 

68.7 

Proposed Model 2024 Indonesia Currency (IDR 50,000 
and IDR 100,000) 

CNN (Transfer Learning 
VGG-19) 

88 

 

The method also outperforms Saini et al.'s 
InceptionV3 [20], which has a larger model size, a 
more complicated structure, and stops learning at 
lower accuracy levels. Finally, VGG-19 is more 

effective than Gurjot Singh's F-KNN approach 
[22], which suffers from limited feature extraction 
and dataset issues. Overall, this study shows that 
the VGG-19 method with transfer learning is highly 

suitable for mobile applications in real-time 
counterfeit detection, especially with the added 
benefit of audio feedback for visually impaired 
users. 
 

Implementation of Mobile Applications  
The mobile application processes the input 

image and provides detection results with audio 
feedback. The audio will say "This money has a 

real tendency of 50,000 Rupiah" if the money is 
real or "This money has a fake tendency of 50,000 
Rupiah" if it is fake. Android Studio's performance 
profiling toolset, shown in Figure 9, measures the 
app's responsiveness. The application's response 

time ranges from 459 ms to 592 ms, with an 

average of 458 ms. Figure 10 illustrates the mobile 
application interface, showing the detection of a 
Rp 50,000 Indonesian banknote. 
 

Algorithm 3. Pseudocode Of Implementation on Mobile 
Apps  

 
1. Import all required packages 
2. Define the MainActivity class extending 

AppCompatActivity 
public class  
     ‘MainActivity extends AppCompatActivity ‘ 

3. Define variables 
      TextView result, confidence; ImageView imageView;    
      Button picture; int imageSize = 224; 
      ActivityResultLauncher<Intent> cameraLauncher; 
      String[] classes = { “ Real 50000 ”, “Fake 50000”,  
       “Real 100000”, “Fake 100000”}; 
4. Initialize ActivityResultLauncher to launch camera 
5. Initialize camera permission 
6. Classify image 

TensorBuffer.createFixedSize(new int[]{1, 224, 224, 3}, 
DataType.FLOAT32) 

7. Initialize to get audio resource based on class name 
int getAudioResource(String className) 
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Figure 9. Profiling Performance of Mobile Apps 

 
 

Figure 10. Mobile Application View 

 

CONCLUSION 
Implementing the CNN method with the 

VGG-19 transfer learning model uses 
convolutional, max pooling, dense layers, and 
hyperparameter tuning of flattens, epoch, and 
batch size to achieve high accuracy. After 50 
epochs with a batch size of 32, the model reached 

an accuracy of 88% for classifying four classes of 
Rupiah currency. Performance profiling shows the 
mobile app's response time for detecting Rupiah 
authenticity ranges from 459 ms to 592 ms, with 

an average of 458 ms, categorizing it as fast. 
A limitation of this study is the dataset, 

which may not fully capture the diversity of 
counterfeit currency cases in society. Future 
research should focus on creating a more diverse 

dataset, including counterfeit notes currently 
circulating, to enhance the model's robustness 
and real-world applicability. 
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