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Abstract

Waste generation is a growing environmental concern, with manual
sorting methods often being inefficient and error-prone, particularly
under varying lighting and environmental conditions. In Indonesia,
waste is typically categorized into organic and nonorganic, yet
existing automated classification systems lack real-time capabilities
and robustness in dynamic settings. This study proposes a novel
real-time waste detection and classification system using a deep
neural network, implemented on the Jetson Nano platform with a
camera sensor. The system utilizes the ResNet-18 convolutional
neural network architecture and is developed using Python. It is
designed to distinguish between organic and nonorganic waste in
real-time. Training was conducted over 30 epochs, and the system
was tested under various lighting conditions—morning, daytime,
afternoon, and nighttime. Results show high accuracy: 95.24% in the
morning, 95.24% during the day, 90.45% in the afternoon, and
86.90% at night, with an average accuracy of 91.96%. Performance
was influenced by factors such as lighting intensity, distance, waste
position, changes in organic waste, and occlusion by plastic. The
proposed system offers a significant improvement over traditional
and existing methods by enabling accurate, real-time waste
classification under diverse conditions, contributing to more efficient
and intelligent waste management.
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INTRODUCTION

Waste is an unavoidable part of human life
because everyone creates and produces waste. In
Indonesia, waste is generally classified into two
types based on its composition: organic waste and
nonorganic waste. Organic waste can be
decomposed and further broken down with the
help of other bacteria. By contrast, nonorganic
waste, often a byproduct of human activities, is
resistant to bacterial decomposition [1].

Furthermore, many people are still unaware
of the distinction between organic and nonorganic
waste. This lack of awareness leads to careless
disposal of garbage, resulting in ineffective waste

management. Maintaining cleanliness is essential
in any environment, starting with the immediate
surroundings, such as the living environment and
public spaces, which include schools, markets,
and hospitals [2]. The importance of a strong legal
framework and cross-border collaboration in
combating plastic pollution. This regulatory
perspective  supports the integration of
technologies like real-time deep neural network-
based waste detection, as such systems can
provide timely, accurate data that strengthens
monitoring, enforcement, and compliance with
environmental laws.
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A system that can educate and assist the
community in distinguishing waste types is
necessary, ensuring proper disposal using an
accurate classification system. Effective solid
waste classification is a crucial aspect of waste
disposal and recycling processes to maintain a
sustainable environment. To build these systems,
the synergy between legal instruments and
Artificial Intelligence (Al)-driven waste
management tools can enhance both prevention
and response strategies [3]. Traditional waste
sorting methods remain inefficient and
unsustainable, highlighting the need for innovative
Al-based  solutions for effective waste
management [4][5]. This method is widely applied
in various fields, such as social life, agriculture,
health, and research [6][7]. Als have emerged as
a powerful tool for solid waste classification, due
to their ability to learn features from images and
classify objects accurately [8]. However, in these
studies, the Al implementation in real-time
systems is still a problem.

Several studies on waste classification
have been previously conducted. The research
[9]-[11] focused on identifying images of organic
and nonorganic waste using the convolutional
neural network (CNN) method for waste image
classification. However, none of these studies can
determine the waste in real time. Additionally, the
study in [12] and [13] developed a waste image
classification system using a multilayer hybrid
CNN using the TrashNet dataset. It is shown that
the level of accuracy produced is very high, but
limited only to simulation. Furthermore, the
research in [14] presents an automated waste
classification system that combines EfficientNet-
based feature extraction with PCA for
dimensionality reduction, enabling accurate and
efficient categorization of waste. However, this
study does not implement a real-time waste
classification system.

A study has been implemented that utilizes
waste classification in real-time systems. The
research in [15]-[17] shows that the

Organic Waste

Camera

implementation of waste classification in hardware
and mobile Android. The method from this study is
based on the Internet of Things (loT), Low-Cost
Embedded System, and Image Processing.
However, even though it has been implemented in
real time, this study does not show the accuracy,
so it cannot show how effectively the system
works.

This study implemented a real-time system
that can automatically classify organic and
nonorganic waste images using a Deep Neural
Network and Al-based hardware. In this study, the
NVIDIA Jetson Nano is utilized to build this
system. The Jetson Nano is a small and powerful
single-board computer that allows multiple neural
networks to operate in parallel, making it suitable
for applications such as image classification,
object detection, segmentation, and speech
processing. This hardware has advantages over
the same system based on Al [18].

Then, in this study, the Python
programming language is used to implement CNN
methods, with the ResNet architecture, on the
Jetson Nano. The ResNet architecture includes
several variations, such as ResNet-18, ResNet-
34, ResNet-50, ResNet-101, and ResNet-152.
While the ResNet model produces better input
data, it also offers a highly stable training process
and mitigates gradient errors during training [19].
ResNet-18, which is used in this study, comprises
16 convolution layers, two downsampling layers,
and several fully connected layers [20].

In this study, the system distinguishes
between organic and nonorganic waste types in
real-time with a certain level of accuracy, using a
camera directly pointed at waste objects and
processed by the Jetson Nano. The research gap
addressed here lies in the lack of existing systems
that can perform real-time waste classification
under varied lighting conditions using deep neural
networks on embedded, low-power platforms.
This study combines accuracy, efficiency, and
portability, targeting real-time performance and
robustness.
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Figure 1. Diagram of the System Hardware Blocks
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Therefore, this research not only addresses
a relevant societal problem but also contributes
technically by advancing waste classification
systems toward more accessible, robust, and
scalable real-world applications.

METHOD

In this study, the system is divided into two
main components: hardware and software design.
Figure 1 presents a block diagram of the system
hardware used in this study. As shown in Figure 1,
to perform image classification and accuracy
assessment, the Al Board is first connected to a
Wi-Fi network via an Ethernet cable, and the
camera is linked to the Al Board’s USB 3.0 port.
Next, the laptop is connected to the Al Board using
the Micro-USB port for Device Mode. Then, the Al
Board is connected to a 5 V DC power supply
using a USB-C cable. Once all devices are
connected, the camera must be activated to
classify organic and nonorganic waste in real-
time. The camera focuses on the organic and
nonorganic waste objects, and the Al Board will
process the images, thereby displaying the
objects on the laptop screen.

The dataset collection process is conducted
in real-time on the Al Board, followed by a training
process to train the system and generate a model.
Once the model is obtained, a testing process is
performed to evaluate its accuracy, along with the
waste classification results. The differences
between organic and nonorganic waste types are
displayed on the laptop screen, showing the
classification outcomes for each image.

The software used to design the system in
this study is the online Jupyter Lab. Jupyter
Notebooks and Labs provide an interactive web-
based environment that integrates code
execution, text, math, plotting, and multimedia into
a single document, making them highly effective
for the learning process [21]. The Python
programming language was employed in this
study due to its versatility as an object-oriented
programming language, widely used for various
applications and supported across multiple
platforms. [22]. The system software design is
depicted in Figure 2.

Figure 2 shows the first step, where the
organic and nonorganic waste objects are
captured by the activated camera, and real-time
classification of waste types will be performed. A
dataset of organic and nonorganic waste images
was previously collected for classification. After
obtaining the dataset, the data is divided into
training and testing sets. The training process then
begins, during which the system learns to analyze

several examples of image datasets for
classification, resulting in the development of a
model. Once the model is obtained, it is tested on
the system to evaluate its accuracy and classify
the images. The specifications of these devices
are shown in Table 1.

Table 1. Device Specifications
Testing Devices Specification
Processor: AMD Ryzen 3 3250 U with
Radeon Graphics 2.60 GHz

Laptop RAM: 8.00 GB
Operating System: Windows 11
CPU : Quad-core ARM® A57 @ 1.43
NVIDIA Jetson GHz Memory: 2 GB 64-bit LPDDR4
Nano 2 GB 25.6 GB/s
Storage: microSD (Card not included)
Max. Resolution: 720 p/30 fps.
Mega pixel camera: 0.9.
Logitech ~ C270 Focus typ.e: fixe_d focus.
Camera Lens type: plastic.

Built-in microphone: Mono.
Microphone range: 1 m maximum
Diagonal field of view (dFoV): 55°
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Figure 2. Flowchart of the System Software
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Table 2. Research Data Types
Variable Variable definition
Organic Waste Kale and Tomato
Nonorganic Waste Bottle and Can

The images used in this study comprise two
types of household waste: organic and
nonorganic. These images are captured using a
real-time camera. The image data is then divided
into the following two categories: training data and
testing data. The types of waste used in this study
are shown in Table 2.

In this study, ResNet-18 was used to
classify waste types due to its relatively high
performance. In real-time implementation, the
ResNet architecture model is expected to be
lightweight enough to be implemented on
hardware.

RESULTS AND DISCUSSION
Dataset Collection

The training dataset in this study includes a
function for making predictions and running the
CNN method with the ResNet-18 architecture. As
shown in Figure 3, several images depicting
organic and nonorganic waste are used for
classification in this study.

Figure 3 (a) shows a dataset of organic
waste types used in this study, along with the
waste conditions determined by the author.
Organic waste has 210 datasets. Figure 3 (b)
depicts a dataset for nonorganic waste types used
in this study, along with the waste conditions
determined by the author. Meanwhile, nonorganic
waste has 210 datasets.

Figure 3. (a) Image Dataset of Organic Waste,
(b) Image Dataset of Nonorganic Waste

Table 3. The Model Architecture

Number of Datasets 420 images
Model ResNet-18
Epoch 30
Optimizer Adam
Batch 8

Learning rate 0.001

1
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Epoch

Loss Accuracy

Figure 4. Accuracy and Loss Training Process
Graph

Therefore, the total number of organic and
nonorganic waste datasets collected was 420
images. The use of Kale and tomatoes as
household or market food waste in organic
datasets, and bottles and cans as non-organic
waste datasets, is based on the fact that these
types of waste contribute significantly to the types
of waste found in final disposal. This represents
the type of waste that is thrown away.

Training Process

In the study, the Training Dataset is 80% of
the entire dataset, i.e., 336 images, and the
validation dataset is 84 images. The collected
dataset will undergo a training trial process in the
model to obtain an accurate real-time
classification model for organic and nonorganic
waste. Table 3 shows the model architecture in
this study.

Figure 4 shows that an epoch refers to the
number of times the training process is repeated.
Increasing the number of epochs can extend the
processing time, but it does not necessarily lead
to high accuracy. Ideally, good results can be
achieved with high accuracy [23]. This procedure
employs 30 epochs, with the training results graph
shown in Figure 4.

Testing Process

In the testing process, 84 tests were
performed in real-time conditions. The study then
describes how many different types of organic and
nonorganic wastes can be identified through
accuracy testing. The first step in the testing
procedure is to turn on the camera, which
operates in real-time, as shown in Figure 5.
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Figure 5. Real-time Display of Organic and
Nonorganic Waste Classification

This test was performed at four different
times to account for variations in light intensity
during the morning, afternoon, evening, and night.
A lux meter was used to measure the light
intensity, with the measurements taken outside.
The lux meter is a photoelectronic device that

measures luminance, commonly used in
industries such as paints and polymers,
automobiles, pharmaceuticals, building

automation, and large-scale photography. This
device can detect visible, ultraviolet, and infrared
light, accurately measuring the amount of visible
light perceived by the human eye [24]. The
measured light intensity values were 785 lux in the
morning, 621 lux during the day, 441 lux in the
afternoon, and 2.8 lux at night. As more tests were
performed in this system, the error value
decreased.

The testing process in this study, conducted
in the morning, with a total of 84 data. Figure 6
depicts the results of the tests performed in the
morning. The classification accuracy of organic
and nonorganic waste in the morning can be
calculated as follows:

Number of Correct Prediction (1 )

Accuracy =
Y Total Number of Prediction

Figure 6 shows that the accuracy level
obtained in the morning testing was calculated to
be 95.24%. Four misclassifications of organic and
nonorganic waste were identified, and the
accuracy for those instances was less than 50%.
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Figure 6. Morning Bar Graph of Organic and
Nonorganic Waste Classification
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Figure 7. Day Bar Graph of Organic and
Nonorganic Waste Classification

Also, the testing process in this study,
performed in the morning with a total of 84 data.
Figure 7 depicts the results of the tests performed
during the day. Figure 7 shows that the calculated
accuracy level for classifying organic and
nonorganic waste during the day is 95.24%, with
4 data points having an accuracy of less than 50%.
The lowest accuracy recorded in the daytime test
was 18%, which occurred for nonorganic waste,
specifically a bottle of a different brand.

Figure 8 depicts the results of the tests
performed in the afternoon. The accuracy level
calculated during the afternoon test was 90.45%,
with a total of 76 detected waste items and eight
incorrect or undetected items, where the accuracy
for those instances was less than 50%. The type
of waste most often misclassified by the system
was organic waste, specifically water spinach,
which was obstructed by white plastic.

The last, Figure 9, depicts the results of the
tests performed at night. The level of accuracy
obtained in the morning testing was calculated to
be 86.90%. With 73 correct tests and 11 incorrect
tests, the type of waste was organic waste in the
form of kale and tomatoes blocked by clear, white
plastic, with an accuracy value of less than 0.5 or

50%.
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Figure 8. Afternoon Bar Graph of the Organic and
Nonorganic Waste Classification
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Figure 9. Night Bar Graph of the Organic and
Nonorganic Waste Classification

Therefore, this overall accuracy rate for this
study is 91.96%. The study uses a threshold value
of 50%, indicating that if the test results fall below
50%, the system cannot correctly classify the
waste type. The average accuracy rate for
classifying organic and nonorganic waste is
91.96%, indicating that the model can correctly
waste types. However, several types of waste
whose classification results are incorrect still exist.
The average accuracy during nighttime is 86.40%,
which is the lowest test value, mainly due to the
reduced light intensity factor at night compared to
the morning, day, and night conditions.

The authors then assessed the effect of
light intensity and time conditions on accuracy
using simple linear regression in Excel. A
regression model is a statistical term used to
estimate the relationship between variables. In
this case, the linear regression model investigates
the relationship between a dependent variable (Y)
and one or more independent variables (X) [25].

The results in Table 4 are obtained from
light intensity category data, which are sorted from
the smallest to the highest light levels, with the
least light occurring at night and the most during
the day. The multiple R-value, representing the
correlation between light intensity and accuracy,
was 0.965, indicating a strong correlation in the
regression relationship coefficient. This finding
indicates that light intensity positively affects
accuracy, with the best results obtained in the
morning and during the day, reaching 95.54%.

Table 4. Output Summary: Effect of Light
Intensity on Accuracy
Regression Statistics

0.965216161

0.931642237

0.897463356

1.366645972

Multiple R

R Square

Adjusted R-Square
Standard Error

The R-squared value, or the coefficient of
determination, was calculated to be 0.931, or
93.1%, indicating that light intensity accounts for
93.1% of the variation in accuracy, while other
factors contribute to the remaining influence.

Several factors contribute to incorrect
classification results of organic and nonorganic
waste, including a lack of data on organic and
nonorganic waste at varying distances, positions,
or locations, as well as waste obstructed by
plastic. Consequently, when the camera captures
a moving object in multiple positions, the system
may misclassify the type of garbage. The physical
condition of organic waste, such as changes in
shape and color, can also affect its classification
accuracy. Additionally, factors such as light
intensity (e.g., trash being obscured by clear or
white plastic at night) can further reduce the
classification accuracy.

CONCLUSION

In this study, CNN with the ResNet-18
architecture was used for the real-time
classification of organic and nonorganic waste.
The evaluation model achieved an accuracy of
0.98333, with a loss value of 0.00436 and 30
epochs. The classification accuracy for organic
and nonorganic waste exhibited real-time
variations of 95.24% in the morning, 95.24%
during the day, 90.44% in the afternoon, and
88.46% at night. The overall accuracy rate of the
system was 91.96%. Users can directly point the
waste object at the activated camera to view the
real-time organic and nonorganic waste
classification results. The classification accuracy
is influenced by factors such as light intensity,
distance, the position or location of different
wastes, the changing physical conditions of
organic waste, and waste obstructed by plastic.
The results of this study outperform previous
studies on waste classification, where the level of
accuracy has been presented, with good results.
In the future, the study can consider time
processing, other parameter performance, and
involve an actuator as output hardware to build a
real-time system.
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