
SINERGI Vol. 24, No. 3, October 2020: 189-196 

http://publikasi.mercubuana.ac.id/index.php/sinergi 
http://doi.org/10.22441/sinergi.2020.3.003 . 

 

A. Apriliyanto et al., Hoax Detection in Indonesia Language Using Long Short-Term … 189 

 

HOAX DETECTION IN INDONESIA LANGUAGE USING LONG 
SHORT-TERM MEMORY MODEL 

 
Andi Apriliyanto   Retno Kusumaningrum* 

Department of Informatics, Universitas Diponegoro 
Jl. Prof. Soedarto SH, Tembalang, Semarang 50275, Indonesia 

*Corresponding Author Email: retno@live.undip.ac.id  
 

Abstract -- Nowadays, the internet and social media grow fast. This condition has positive and negative 

effects on society. They become media to communicate and share information without limitation. 
However, many people use that easiness to broadcast news or information which do not accurate with 
the facts and gather people's opinions to get benefits or we called a hoax. Therefore, we need to develop 
a system that can detect hoax. This research uses the neural network method with Long Short-Term 

Memory (LSTM) model. The process of the LSTM model to identify hoax has several steps, including 
dataset collection, pre-processing data, word embedding using pre-trained Word2Vec, built the LSTM 
model. Detection model performance measurement using precision, recall, and f1-measure matrix. This 
research results the highest average score of precision is 0.819, recall is 0.809, and f1-measure is 0.807.  
These results obtained from the combination of the following parameters, i.e., Skip-gram Word2Vec 

Model Architecture, Hierarchical Softmax, 100 as vector dimension, max pooling, 0.5 as dropout value, 
and 0.001 of learning rate. 
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INTRODUCTION 
The use of the internet and social media 

today is familiar. Ease of access and use is an 

attraction for people to use the internet and social 
media. Various information and news that are 
trending can be obtained easily and quickly using 
the internet and social media, but not all 
information and news that are spread on the 

internet and social media that contain facts. Most 
internet and social media users rely on the latest 
news [1][2]. This situation will cause devastating 
news to be widely spread that can lead readers or 

recipients to negative opinions or often called a 
hoax. 

Hoax is misleading human perception by 
spreading wrong information, but it is considered 
as truth [3]. The spreading of hoax news in 

cyberspace spread deliberately by individuals or 
groups of people to the community. In 2017 data 
from the Ministry of Communication and 
Information Technology (KEMKOMINFO) stated 

that there were 800 thousand internet sites in 
Indonesia that were indicated as spreading wrong 
news and hate speech. Many irresponsible people 
who use the internet to gain personal and group 
benefits by spreading negative news that causes 

anxiety in the community. This condition is getting 
worse because, according to DailySocial.id 

research, 44% of Indonesian people cannot detect 
hoax news.  

Various studies on detecting hoax news in 

Indonesia have been carried out with the use of 
word similarity measurement theories such as 
Levenshtein Distance [4]. In addition, research on 
hoax detection has also been applied using 
various classical machine learning methods such 

as K-Nearest Neighbor [5], Decision Tree [6], 
Naïve Bayes [7], Support Vector Machine [7], 
Random Forest [8], and so forth [9][10]. However, 
the application of classical machine learning 

methods has weaknesses, including not suitable 
for processing large and complex data, requires 
an expert to label data and feature extraction 
manually, cannot learn based on raw data, and 
difficulty in representing data. The weaknesses of 

classical machine learning can be overcome by 
using the application of deep learning methods. 

Deep learning has the advantage of 
studying the hidden representation of the input in 

both context and content compared to traditional 
approaches where modeling of extraction features 
is made manually [11].  

However, researches using deep learning 
methods are still rarely used for cases of detection 

of Indonesian document hoaxes. Different with 
English document hoax detection, the use of deep 
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learning methods has been developed with 
various models and techniques such as 
Convolutional Neural Network [12][13], Vanilla 
Recurrent Neural Network [14], Long Short-Term 

Memory [1], as well as Gated Recurrent Units [15]. 
Convolutional Neural Network (CNN) is one 

of deep learning methods that can overcome the 
shortcomings of classical learning. However, CNN 

is still unable to process sequential data. Unlike 
the Recurrent Neural Network (RNN) [16]. RNN is 
specifically designed to handle subsequent data. 
However, although it is designed to handle 
sequential data that work sequentially, RNN has 

limited capturing long dependencies.  
A Short-Term Long Memory (LSTM) model 

was designed to overcome this limitation. The 
LSTM model is one variant of the RNN methods. 

The LSTM model is able to overcome long-term 
dependencies by remembering long-term 
information and is good to apply in the case of 
sentiment analysis or classification, such as hoax 
news detection. Based on the description above, 

this study discusses the development of hoax 

news detection in Indonesian using the LSTM 
model. 

 
METHOD 

This research, in its implementation, has 
several stages. The stage includes the formation 
of the dataset, the generation of a hoax detection 
model, the real-time hoax detection process. At 

the step of forming the dataset, there are 
processes of data collection, pre-processing, and 
word2vec training. The next stage is part of the 
process of generating a hoax detection model. At 
this stage, the results of the word2vec dataset 

model will be carried out a k-fold cross-validation 
process, which will separate the data into training 
data and test data for use in the training and 
testing process of the LSTM model. Then the 

results will be evaluated to determine the 
performance of the LSTM model and get the best 
model that will be used in the real-time hoax 
detection stage. The general description of the 
process in this study is shown in Figure 1. 

 
 
 

 

Figure 1. Overview of Research 
 

Data Collection 
 Data collection in this study uses 

Indonesian-language news narratives found on 
the website cekfakta.com, https:// 
turnbackhoax.id, and cnnindonesia.com. Hoax 

news is taken from the website cekfakta.com, and 
https://turnbackhoax.id while non-hoax news is 
taken from the website cnnindonesia.com. 

 

Pre-processing  
Pre-processing is used to process news 

data into data that can be used in the next 
process-pre-processing consists of several 

stages, i.e., case folding, tokenization, filtering, 
stemming, and padding.  

 



p-ISSN: 1410-2331  e-ISSN: 2460-1217 

 

A. Apriliyanto et al., Hoax Detection in Indonesia Language Using Long Short-Term … 191 

 

Word2vec Training 
The word2vec training process is used to 

study word vector representations. After the pre-
processing process is complete, the dataset that 
has been processed will be converted into a vector 
representation so that it can be used in the LSTM 

algorithm.  Word2vec training process is 
performed based on neural network architecture 
with a single hidden layer, and the training process 
aims to learn the weights of the hidden layer, 

which is subsequently stated as word vectors. 
The word2vec training process in this study 

uses the Python Gensim library. The word2vec 
model applies 12 combinations by experimenting 
with the use of two types of word2vec architectural 

models, the CBOW model and the skip-gram 
model, two evaluation methods, i.e., Hierarchical 
Softmax and Negative Sampling, and three 
dimensions with sizes of 100, 200, and 300.   

 

Distribution of Training Data and Test Data 
The process of distributing training data and 

test data use K-fold cross-validation. The k-value 
used in this k-fold cross-validation is 10. With 1000 
existing news datasets, and using 10-fold cross-

validation will produce 100 datasets for each fold. 
For every 10th iteration, 900 news datasets will be 
used as training data, and 100 news datasets will 
be used as test data. For distributing data, it is 
carried out in a balanced manner each fold by 

dividing the two classes, i.e., 50 hoax class data 
and 50 non-hoax class data. 

 

Training and Testing 
The training and testing process in this 

research is divided into two parts of the process, 

i.e., the training process that aims to build models 
using LSTM and the testing process to determine 
the performance of the models that have been 
built in the training process. 

 

a. Training 
The training process uses word arrays that 

have gone through the word embedding process 
in the previous stage. The training process uses a 
combination of parameters as listed in Table 1 to 
get the right LSTM model. 

 
 

Table 1. LSTM Model Parameters tested 
No. Parameters Parameter Type 

1. Pooling Max, dan Average 
2. Dropout 0.25; 0.5; 0.75 

3. Learning Rate 0.0001; 0.001; 0.01 

 
The LSTM model used in the encoding 

layer in this study is a model introduced by 

Hochreiter & Schmidhuberc [17]. The LSTM 
model is designed to overcome long-term 
dependencies by remembering long-term 
information using the gate mechanisms. On the 

LSTM model, architecture has three gates, i.e., 
input gate I, forget gate f, output gate o, and a 
memory cell c. LSTM has the ability to add or 
subtract information into the cell state that is 
ordered by the gate. The following are the 

equation in LSTM: 

𝑖𝑡 = 𝜎(𝑊𝑖𝑥(𝑡) + 𝑈𝑖ℎ(𝑡 − 1) +  𝑏𝑖
 (1) 

𝑓𝑡 = 𝜎(𝑊𝑓𝑥(𝑡) + 𝑈𝑓ℎ(𝑡 − 1) +  𝑏𝑓
 (2) 

𝑜𝑡 = 𝜎(𝑊𝑜𝑥(𝑡) + 𝑈𝑜ℎ(𝑡 − 1) +  𝑏𝑜
 (3) 

�̃�𝑡 = tanh(𝑊𝑐𝑥(𝑡) + 𝑈𝑐ℎ(𝑡 − 1) +  𝑏𝑐) (4) 

𝐶𝑡 = 𝑖𝑡 ∗ �̃�𝑡 + 𝑓𝑡 ∗  𝐶𝑡−1
 (5) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh( 𝐶𝑡) (6) 

As explained in Table 1, to get the most 
optimal detection model, we modify the LSTM 
model by applying various values to 3 test 
parameters, namely pooling type, dropout value, 
and learning rate value. In addition, because the 

detection process aims to detect binary classes 
(hoaxes and non-hoaxes) so that at the fully 
connected layer, we apply the sigmoid activation 
function where this function aims to transform 

input values into ranges of 0.0 - 1.0. 
The architecture of the LSTM model can be 

seen in Figure 2. The input of the LSTM model 
architecture is an array generated from the 
word2vec process. Word2vec will change the 

word order into a vector sequence and then will be 
forwarded to the LSTM model, and then LSTM will 
predict the class as an output vector at time step 
t. LSTM uses 𝑪𝒕

 cells at each time step t in this 

LSTM. This process will be iterated to update the 
hidden state and produce output.   

 

 



SINERGI Vol. 24, No. 3, October 2020: 189-196 

 

192 A. Apriliyanto et al., Hoax Detection in Indonesia Language Using Long Short-Term … 

 

 

Figure 2. LSTM Model Architecture 
 

b. Testing 
This process aims to see the results of the 

LSTM training process on each combination of 
parameters. At this stage, an evaluation of the 

accuracy value is used when using test data. The 
test results with the highest accuracy value when 
evaluating are the best models. The best model is 
used as the LSTM model that will be used in the 

detection process. 
 

Evaluation 
The evaluation technique applied in this 

research is the confusion matrix. The confusion 
matrix analyzes how the detection model can 
recognize tuples from different classes and is also 

used to measure the performance of the detection 
model. Table 2 shows the confusion matrix for 
detection. 

 

Table 2. Example of Confusion Matrix 

Confusion Matrix 
Prediction 

Positive (+) Negative (-) 

Actual Positive (+) TP FN 

Negative (-) FP TN 

 
where: 

• True Positive (TP) if the prediction results are 
positive, and the data are actually positive. 

• True Negative (TN) if the prediction result is 
negative, and the data is actually negative. 

• False Negative (FN) if the result of the 
prediction is negative, and the data is actually 
positive. 

• False Positive (FP) if the prediction result is 
positive, and the data is actually negative. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝐹𝑃 + 𝑇𝑃

 
(7) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝐹𝑁 + 𝑇𝑃

 
(8) 

 

𝐹1 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 

=  
2 × 𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

 (9) 

 

RESULTS AND DISCUSSION 

Research Data 
This research uses a total of 1000 news 

narrative data. The data division is in the form of 
500 news narrative data labeled hoaxes and 500 

news narrative data labeled non-hoaxes-news 
narrative data obtained from the website 
cekfakta.com, https://turnbackhoax.id, and 
cnnindonesia.com. 

 

Research Scenarios 
In this study, several parameters are used 

to determine the performance of these parameters 
on the LSTM model. The parameters in the 
word2vec model used in this study are the CBOW 

architecture model and the Skip-gram model. The 
evaluation method uses Hierarchical Softmax and 
Negative Sampling. Meanwhile, the dimensions 
are 100, 200, 300. The word2vec model is then 
processed using the LSTM model. In the LSTM 

model, there are parameters in the form of pooling, 
i.e., Max and Average, dropout parameters with 
the tested value are 0.25, 0.5, 0.75, and Learning 
rate parameters with values of 0.0001, 0.001, 

0.01. All combined parameters on the word2vec 
model and parameters of the LSTM model are 
combined to get the best model. The performance 
of the parameter combination is determined by the 
calculation of matrix precision, recall, and f1-

measure. The overall value from the obtained 
combinations will be compared and analyzed to 
determine the effect of the entered parameters.  
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The following scenarios will be used in this 
study: 

1) Scenario 1 is done to find out the performance 
of the word2vec model, i.e., the CBOW 
architecture model and the Skip-gram model. 

2) Scenario 2 is done to find out the performance 
of the word2vec model, which is an evaluation 
method using the Hierarchical Softmax and 
Negative Sampling of the LSTM model. 

3) Scenario 3 is done to find out the performance 
of the word2vec model that is the dimension 
with a value of 100, 200, 300 to the LSTM 
model. 

4) Scenario 4 is done to find out the pooling 
performance of the LSTM model. The pooling 
parameters tested are Max and Average. 

5) Scenario 5 is done to find out the dropout 
performance on the LSTM model. Dropout 
parameters tested are 0.25, 0.5, and 0.75. 

6) Scenario 6 is done to find out the learning rate 
performance of the LSTM model. The learning 
rate parameters tested are 0.0001, 0.001, and 
0.01. 
 

Research Results and Analysis 
a. Scenario 1 

In scenario 1 it can be concluded that the 
architecture of the Skip-gram model produces an 
average value of precision, recall, and f1-measure 

better than the CBOW model architecture. The 
Skip-gram architecture model obtained an 
average value of precision, recall, and f1-measure 
of 0.747, 0.750, 0.739, while the CBOW 

architectural model only obtained an average 
value of precision, recall, and f1-measure of 
0.673, 0,691, 0.669. Skip-gram works better 
because it predicts a given context from one word, 
whereas CBOW predicts one word from a context 

word. This makes Skip-gram superior in predicting 
unique words that rarely appear compared to 
CBOW. The results of scenario 1 can be seen in 
Figure 3. 

 

b. Scenario 2 
In scenario 2 it can be concluded that 

Hierarchical Softmax produces average precision, 
recall, and f1-measure values better than 
Negative Sampling. Because the Hierarchical 

Softmax evaluation method during the training 
process uses the binary tree model to present all 
words in the vocabulary and the leaf node contains 
words that rarely appear so that the word will have 
the same vector representation as above. 

Whereas Negative Sampling only updates a 
sample of some output words as negative samples 
[18]. The results of scenario 2 can be seen in 
Figure 4. 

 

Figure 3. Graphic Effect of Word2vec Model 

Architecture on Matrix Precision, Recall, and  
F1-measure 

 
 

 

Figure 4. Graphic Effect of Evaluation Methods 
on Matrix Precision, Recall, and F1-measure 

 

c. Scenario 3 
In scenario 3 it can be concluded that the 

higher the dimension, the lower the average value 

of matrix precision, recall, and f1-measure. The 
best dimension value is 100. Increasing the 
dimension and the amount of data can decrease 
the accuracy value, so it is necessary to increase 

the dimension and the amount of data 
simultaneously [19]. The results of scenario 3 can 
be seen in Figure 5. 

 

d. Scenario 4 
In scenario 4 it can be concluded that max-

pooling is higher than average pooling. This 
situation has happened because max pooling is 
better used in binary classification problems 
because it can distinguish nearly equal data with 
few differences. The results of scenario 4 can be 

seen in Figure 6. 
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Figure 5. Graphic Effect of Dimensions on Matrix 

Precision, Recall, and F1-measure 
 

 
 

Figure 6. Graphic Effects of Pooling on Matrix 
Precision, Recall, and F1-measure 

 

e. Scenario 5 
In scenario 5 it can be concluded that the 

dropout with a value of 0.5 has the highest 
average value compared to 0.25 and 0.75. This is 
because too small or too high a dropout value will 
affect the value of the precision matrix, recall, and 

f1-measure. The dropout value also represents 
the number of neurons to be removed. The 
number of neurons affects the learning ability of a 
model. A large number of datasets also affect the 

dropout rate, i.e., the greater the dropout value will 
increase the accuracy of the model in large 
datasets but will decrease the accuracy in smaller 
datasets [20]. The results of scenario 5 can be 
seen in Figure 7. 

 

 

Figure 7. Graphic Effect of Dropout on Matrix 
Precision, Recall, and F1-measure 

 

 

Figure 8. Graphic Effect of Learning Rate on 
Matrix Precision, Recall, and F1-measure 

 
 

Figure 9. Comparison of All Tested Parameters 
 

f. Scenario 6 
In scenario 6 it can be concluded that the 

best learning rate is at the value of 0.001. This is 
because the weight changes that occur are not so 
large and not too small at the learning rate value 
of 0.001. That way, there is no minimum local 
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missed, and if the learning rate is too large, it will 
also affect changes in weights, which will make 
training difficult to converge. The results of 
scenario 6 can be seen in Figure 8. 

Based on Figure 3 to Figure 8, it can be 
concluded that the best combination parameters, 
as shown in Figure 9. The best value of each 
scenario produces a combination of parameters of 

the word2vec model with the LSTM model. The 
combination of parameters is the word2vec model 
Skip-gram architecture model. The evaluation 
method uses Hierarchical Softmax, dimension 
100, LSTM model in the form of Max pooling, 

dropout parameter with a value of 0.5, and 
Learning rate parameter with a value of 0.001. The 
combination produced the average values of the 
precision, recall, and f1-measure matrices of 

0.819, 0.809, and 0.807. 
 

CONCLUSION 
The detection of hoax news in the Indonesia 

language using the LSTM method has been 

successful.  Based on several experiments, it 
obtained an average value of the precision, recall, 
and f1-measure matrix of 0.819, 0.809, and 0.807. 
The highest average value of the confusion matrix 

is obtained when using the word2vec model 
parameter combination. The parameter 
combination contains the Skip-gram architecture 
model, evaluation method using Hierarchical 
Softmax, dimension 100 with LSTM model in the 

form of Max pooling, dropout parameter with value 
0.5, and Learning rate parameter with value 0.001. 
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