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Dear, 

I/We wish to submit an original research article entitled “Effective and Efficient Approach in IoT Botnet Detection” for consideration by SINERGI. 
We confirm that this work is original and has not been published elsewhere, nor is it currently under consideration for publication elsewhere. We promise not to withdraw this article after it has been processed by the Editorial Team. If there is a withdrawal, we are willing to pay a penalty of USD 150 (IDR 2000K) to the SINERGI Editorial Team.
In this paper, I/we report on / show that: 
	Field
	:
	Electrical Engineering

	Topic
	:
	System and Computer Network

	Brief Background
	:
	Internet of Things (IoT) provides connectivity and interaction between physical and virtual systems and generates huge data with high dimensions. IoT applications can present remarkable advantages to users however cannot guarantee network security, for example, from a botnet attack that targets online devices from consumers, such as IP cameras, home routers, and others. In network security analysis process, high-dimension data pose challenges, such as the dimension curse correlation between different dimensions, which causes features that are hard to define, datasets that are mostly unordered, cluster combination, and exponential growth. Even data that have high dimensions become a serious challenge in analysis using data mining and machine learning because they can mislead the learning algorithm and reduce the data analysis performance.
Set of data with high scalability may have useless and unrelated features that tend to disguise the main features, which in turn decrease the data analysis performance such as classification accuracy. On the other hand, further ineffective dimension reduction will jeopardize efficiency of machine learning for pattern recognition and increase the workload of data analysis process. One of the methods that commonly used, effective and efficient to reduce the number of data attributes is the dimension reduction method. The dimension reduction method is able to project data that have high dimensions into low-dimension data while preserving the original information. In addition, it is very efficient in memory space required for data storage.


	Research Problem
	:
	Data generated by IoT networks have high dimensions and high scalability, so they need to be minimized. In network security analysis process, high-dimension data pose challenges, such as the dimension curse correlation between different dimensions, which causes features that are hard to define, datasets that are mostly unordered, cluster combination, and exponential growth.

	Overview of Method
	:
	The LDA technique projects the original data matrix to a lower dimension space. To reach this goal, three steps must be performed. The first step is to calculate the distance between different classes, which is called variants between classes and matrix between classes. The second step is calculating the distance between mean and sample from each class, which is called variant within class or matrix within-class. In the third step, a lower-dimension room is created to maximize the variant between classes and minimize the variant within classes. LDA is performed to obtain appropriate training data by giving new space because its reduction technique is created by maximizing the distance of class.

LDA reaches transformation linear optimal W, which reduces the distance within classes and extends simultaneously the distance between classes. Criteria J (XW), which is being maximized, as presented in (1).
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where SB is the between-class matrix and SW is the within-class matrix and determined by (2) and (3).
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According to Tsymbal et al., for LDA-based dimensional reduction, the maximum feature reduction is the total number of classes –1. Thus, since N-BaIoT dataset has three classes, the maximum feature reduction is (3–1=2) features. The reduction process is carried out on the N-BaIoT dataset which has 115 features reduced to 2 features.

	Significant finding
	:
	Performing feature reduction with detection systems has become more effective and efficient. Experimental result showed that the application of LDA combined with machine learning on the classification Decision Tree method was able to detect with accuracy that reached 100% in 98.58s with only two features.
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